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FOREWORD

Acoustic techniques continue to be the most effective means for probing
the ocean volume and the structure beneath the sea floor. Our data
collection and research studies in the Indian Ocean region reveal that
the ocean environment is changing rapidly and the ocean in the near-
future will be in many ways different from the one we know today. As
we see unprecedented changes occurring in the marine environment
on a global scale, one naturally wonders how the ocean is responding
to both natural processes and human activities.

We need to understand the changing ocean to help us design and develop effective and state of
the art underwater  sensors and surveillance technologies. We have learned a great deal about
how a sound understanding of ocean environment can help enhance our present technical
capabilities and trigger future advancements. For sustained growth and development of futuristic
underwater systems, we believe that it is crucial to understand and address such fundamental
problems and evolve new directions and innovative technologies.

It is heartening to note that JASI is bringing out a special issue to address and summarize the
recent accomplishments in this critical and specialized area of research and development – the
influence of the ocean medium on the performance of underwater sensor systems. The papers in
this special issue themed “Ocean Environmental Acoustics” indicate surge in interest and swift
progress in the area of underwater acoustic experiments and modeling in the last few years.

Before I conclude, I wish to thank the editorial board for sparing their precious time to review the
papers and assist the authors in refining the papers further with their suggestions and
encouragement. I also compliment the authors for coming out with a bouquet of papers covering
different aspects of the main theme.

S. Kedarnath Shenoy
Director

Naval Physical and Oceanographic Laboratory
Defence Research and Development Organisation

Ministry of Defence, Kochi, Kerala-682021



EDITORIAL

Ocean Acoustics is the science of sound waves in the ocean, and has become an imperative tool for underwater
remote sensing. Advancement in the field of Ocean Acoustics has propelled researchers to investigate oceanic
features and associated processes. Besides scientific investigations, the development of a coastal security
system for India's coastline requires a technology where Ocean Acoustics can be relied up on to provide
enormous support.

The propagation of sound, especially in the shallow coastal environment is a complex function of varying
bathymetry and oceanography, and the presence of various dynamic features. Also, the target and receiver
motion leads to a highly non-linear problem both for prediction of sensor performance and for optimization
of search tracks for successful naval operations. Usually, the problem is split into the lines of physics
(environmental variability and propagation physics) and mathematical operations (target motion and optimal
search strategies). Accurate sonar performance in the presence of dynamic interferers in a complex acoustic
propagation environment requires the computation of the full field array response to both signal and the
dynamic noise field. In the year 2018, the Naval Physical & Oceanographic Laboratory (NPOL) conducted
an International Conference "ICONS" to bring world-wide premier research institutes under one umbrella.
The inspirational efforts have resulted in number of original research articles.

Journal of Acoustical Society of India (JASI) has been publishing quality research articles covering the recent
advancement in the field of Ocean Acoustics to familiarize the ocean scientists with the advances in Ocean
Acoustics Technology and establish a benchmark for future research. The special issue "Ocean Environmental
Acoustics" has compiled a selection of insightful papers that address most recent advancement on Ocean
Acoustics Research in India. A variety of topics, including computational acoustics and experimental acoustics
has been covered in this issue. The special issue encourages researchers to establish joint collaborative projects
and to conduct possible experiments using underwater acoustics technology.

The special issue includes 7 papers that were reviewed and accepted. Among them five papers were based
on the experimental results while two papers covered the development of new techniques for the analysis
of sonar data. The first paper is related to the inversion of sound speed profile in a shallow water environment
using multipath travel time information derived from measurements of acoustic channel impulse response
(Poonam Panchal and Sreeram Radhakrishnan). Padmanabham et al. discussed the effect of sonic layer
depth on the acoustic Transmission Loss levels for the deep water region using the experimental results and
ray theory based Gaussian beam acoustic model, BELLHOP. The generation of reverberation profiles
considering the Volume, Surface and Bottom scatterings and its performance evaluation using the measured
sonar data is described by Amit Kumar Verma et al. The feasibility of linear estimation techniques to
reconstruct the acoustical images of objects using simulation and qualitative evaluation of their performances
using experiment data is explained by Hareesh et al. Linthish et al. deals with the experimental methods
developed for low-frequency receiving sensitivity measurement of underwater transducers in a small acoustic
tank with real-time signal processing techniques The problem of direction of arrival estimation of unknown
sources in deep water scenario is established using a computationally efficient scheme of MVDR beam forming
(Patrik Jain and Rema Devi). Detection of target in an underwater environment is very challenging due to
reverberation and fast fading nature of the channel. To address this aspect, Thasneem et al. introduced a
new detection technique viz. segmented replica correlation using Fractional Fourier Transform.

The Guest Editor thanks Shri. S. Kedarnath Shenoy, Director, NPOL for his encouragement to complete this
special issue of JASI. He also thanks Dr. Biswajith Chakraborty, Chief Editor, JASI, for his consent and
advice to consolidate the special issue. The Guest Editor sincerely acknowledges the support and cooperation
rendered by the experts Dr. Biswajith Chakraborty, Dr. MP Ajaikumar, Dr. KG Radhakrishnan, Dr. GV
Krishnakumar, and Smt. Pradeepa R who have meticulously reviewed the manuscripts to make it suitable
for publication in JASI.

Dr. P.V. Hareesh Kumar
Associate Director & Sc. G

NPOL, Kochi
Guest Editor, JASI
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ABSTRACT

The water column sound speed profile is estimated using multipath travel time information derived
from measurements of acoustic channel impulse response in a shallow water environment. An
acoustic propagation experiment is conducted and impulse response data obtained for two source
receiver ranges of 245m and 320m in a water depth of 71m. The sound speed profile in shallow
water is highly influenced by the slope and depth of the thermocline. The inverse problem to estimate
the sound speed profile is posed as an optimization problem in which the objective function gives
a quantitative measure of the mismatch between the observed and modelled travel times. A ray-
theory based forward propagation model is implemented to model multipath travel times. Inversion
formulated as an optimization problem is solved by employing the method of Genetic Algorithm
(GA) which shares an analogy with biological evolution. The ground truth sound speed profile is
estimated from in-situ conductivity, temperature and depth (CTD) measurements and the search
space is defined based on previous measurements at the same location. The sound speed profile
estimated by inversion of acoustic impulse response data is found to agree reasonably well with
in-situ sound speed profile. The difference between the inversion results and measurements is very
small and not significant for most applications of acoustical oceanography and sonar range
prediction.

1. INTRODUCTION

Underwater acoustic communication in shallow water is highly influenced and limited by the temporal
variability of the properties of the propagation medium. The multipath propagation in shallow water tends
to elongate the impulse response which leads to complications in decoding the transmitted message.
Transmission through a single dominating propagation path is expected to be the ideal situation for
underwater acoustic communication[1]. Numerical simulation of acoustic transmission renders itself as a
useful and reliable means to understand the complexities associated with shallow water acoustic
propagation. However, realistic simulation of an underwater acoustic propagation experiment requires
several environmental input parameters[2,3]. The essential input parameters are bathymetry, seabed
properties, sound speed profile and the source-receiver geometry at the instant of propagation. The absence
of any of these parameters may introduce error in propagation modeling, limiting the agreement between
simulation and measurements. Studies have also shown that poor knowledge of the sound speed profile
gives rise to significant errors in geo-acoustic inversion results[4].

© 2018 Acoustical Society of India
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Matched-field processing (MFP) is a popular inversion technique in which replica fields are computed
with the help of acoustic propagation models[5]. Later, the values of unknown parameters are estimated
by correlating the replica fields with the measured acoustic fields. For application in range-dependent
environments, Ballard and Becker[6] utilized a linearized perturbative technique to determine sound speed
which makes use of estimates of horizontal wave numbers in the shallow water waveguide as a function of
depth. They demonstrated that complications arise in regions above the thermocline where sound speed
reduces gradually with depth and the acoustic field has very little energy. Error also occurs near the sea
floor when seabed properties are not well known. Svensson[7] inverted acoustic communication signals
for sound speed profile using a differential evolution algorithm conceptually similar to genetic algorithms.
Their objective function measured the normalized cross correlation between the observed and modeled
impulse response estimates focusing on a single peak value of impulse response.

Formulation of inversion as an optimization problem enables various optimization techniques to be applied
to the inverse problems[8-10]. Genetic Algorithms have already found application in problems of ocean
acoustic tomography[11] and geo-acoustic inversion using measurements of the full acoustic field at a
vertical array of hydrophones. Gerstoft[12] was the first to apply GA to the problem of geo-acoustic inversion
to estimate compressional and shear velocities and layer thickness of the bottom sediment. Gingras and
Gerstoft[13] applied GA to the problem of source localization and successfully demonstrated inversion of
both geometric and geo-acoustic parameters.

This paper aims to utilize measurements of acoustic channel impulse response to resolve multipath arrivals
in a shallow water environment and later use the measured multipath arrival times for estimating the
water column sound speed profile. The inversion approach used here is formulated as an optimization
problem and solved by the GA method. It identifies the optimum sound speed profile which represents the
best fit of ray arrival times given by numerical simulation to the impulse response peaks observed in
measurements. We define a search space for sound speed at each depth and the objective of the optimization
algorithm is to arrive at the best-fit sound speed profile. The sound speed characteristics that change in this
parameter space are the depth and slope of the thermocline. The characteristics of the thermocline have a
strong influence on the ray pattern and the impulse response and are therefore the most important to
determine. The objective function of the optimization problem minimizes the sum of the squares of difference
of measured and modeled travel time to obtain the best fit model of water column sound speed profile. The
paper is organized as follows. Section 2 gives an overview of inversion, ray theory and a brief description
of the method of sound speed profile inversion using the measured arrival time of eigenrays. The shallow
water acoustic experiment and the impulse response data showing multipath arrival times are presented
in section 3. The theory, working principle and implementation of optimization method used for inversion
are briefly explained in section 4. Section 5 discusses the inversion results for two cases. Summary and
concluding remarks are provided in section 6.

2. INVERSION IN OCEAN ACOUSTICS

Inverse problems in ocean acoustics attempt to fit the parameters of interest by means of a relationship
associating measurements and the parameters to be retrieved. The actual relationship is defined on the
basis of the data d derived from measurements, according to the method to be followed and the model
vector m of parameters {mi} to be recovered.

for 1,2,...,{ }  i Mm m M D  i (1)

Where DM denotes the dimension of the model space m. Similarly, the data may be written as:

for j 1,2,...,{ }  j Datad d Data D   (2)

Representing an element of the DData dimensional data space Data. Using this terminology, the forward
and inverse models are regarded as rules that connect these two spaces:
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Forward model: M  Data  Inverse model: Data  M (3)

In this paper, the ray travel times of various multipaths (direct, surface-reflected, bottom-reflected and so
on) in shallow water are derived from the measurements of impulse response. The ray travel time from the
source to the receiver corresponding to different multipaths contains the necessary information for the
calculation of water column sound speed profile. The inverse problem is defined on the basis of relationship
between the arrival time of a specific eigenray and the sound speed profile along the propagation direction.
In ray acoustics, the sound speed profile determines the path traversed by any given eigenray and hence
there exists a unique solution for the forward problem of determining ray arrival times from the sound
speed. For successful implementation of this method, it is essential to relate the peaks of the signal for the
reference sound speed profile to those of the actual measurements. Eigenrays and their arrival structure
were modelled with Bellhop Gaussian Beam Tracing Model developed by Porter and Bucker[14].Bellhop
was chosen for this analysis since it has proven to be an accurate modelling tool for high-frequency
(>1 kHz) transmissions.

Fig. 1. LEFT: Schematic of the acoustic propagation experiment. RIGHT: Sound speed profile measured
at the time of acoustic transmissions. The minimum and maximum (dashed lines) values of

sound speed as a function of depth correspond to data range observed in measurements
from earlier surveys conducted in March.

3. ACOUSTIC EXPERIMENT

An acoustic propagation experiment was conducted and impulse response measurements were made in
March 2015 at a shallow water location in the Arabian Sea (119 km west-south-west of Kochi, India). The
left panel of Fig. 1 shows the schematic of the source receiver geometry realized during the experiment. A
hydrographic vessel INSSutlej was anchored in a water depth of 71m which served as the source platform.
An omni-directional broadband projector TR-25 was used for transmitting linear frequency modulated
(LFM) pulses of length 50 ms sweeping frequencies in 16-22 kHz band at a depth of 22m. The transmitting
voltage response of TR-25 varies from 136 dB re 1Pa/ 1V at 1m at 16 kHz to 141 dB at 22kHz. A survey
boat drifted gradually towards the source platform starting from a distance of 400m. The signals were
received by B&K 8105 hydrophones deployed from the boat. The hydrophone has a sensitivity of -195.4 dB
re 1Pa/ 1V in the 16-22 kHz frequency band. The hydrophone and projector depths were monitored by
depth sensors. In the present study, data from the 30m depth hydrophone is analyzed for two source
receiver ranges of 245m and 320m. The ranges were calculated from GPS measurements with an accuracy
of 10m. The water column sound speed profile was estimated from conductivity temperature depth (CTD)
casts made at regular intervals over the entire course of the experiment. The right panel of Fig. 1 shows the
profile measured at 0900 hours which coincides with the time of acoustic transmissions. It also shows the
sound speed range at each depth based on data collected in earlier surveys during March at the same
location. This range is used as the initial search space for defining sound speed at a given depth in the
forward propagation model.



56 The Journal of Acoustical Society of India

Panchal et al.

The time dispersed impulse response was estimated by matched filtering of received time series with a
synthetic 50 ms 16-22kHz LFM wave form. Figure 2 shows the matched filtered envelope after time alignment
with respect to the direct path for 20 consecutive pings. Due to the pulse compression of LFM signals after
matched filtering and the short source-receiver range (~245 m), a well-resolved arrival structure is obtained.
This configuration corresponds to a source depth of 22m, receiver depth 30m in 71m water depth. The first
six arrivals can be clearly identified in the dataset comprising of 20 pings.

Fig. 2. Impulse responses in the form of matched filtered envelope after time alignment with respect to
the direct path for 20 consecutive pings. It shows the arrivals representing the first 6 eigen rays for a

source depth of 22m, receiver depth 30m and range 245m. (D-Direct, S-Surface, B-Bottom, SB-Surface
Bottom, BS-Bottom Surface and SBS-Surface Bottom Surface)

In the present study, two such datasets are utilized for inverting water column sound speed profile using
time of arrival information. Direct methods do exist for measuring the near-surface sound speed. This
inversion technique provides a complementary method of measurement.

Fig. 3. LEFT: Sound speed profile measured by CTD cast. RIGHT: First 6 Eigenrays for a source depth of
22m, receiver depth 30m and range 245m modeled using Bellhop ray theory based propagation model.
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Fig. 4. Measurements of time dispersed impulse response for 50 ms 16-22 kHz LFM signal.
Modelled arrival times are also plotted. The arrival time of direct path based on ray tracing is

158.88 milliseconds. Source depth is 22m, receiver depth 30m and range is 245m.

The measured sound speed profile was used as input to run the forward propagation model. The left panel
of Fig. 3 shows measured sound speed profile. The right panel shows the first 6 eigenrays which include
direct, surface, bottom, surface-bottom, bottom-surface and surface-bottom-surface paths for the first
configuration corresponding to a source receiver range of 245m. The measured and modelled impulse
response travel times are plotted in Fig. 4. The multipath arrival structure modelled using in-situ measured
sound speed profile as input matches very well with the measured data. The first arrival corresponding to
direct path takes 158.88 ms to reach the receiver. The objective function used here is the sum of least square
difference between the measured and modelled travel time of multipath arrivals which can be written as

Q = [Xi – Mi ]T [Xi – Mi] for i = 1 to 6 (4)

Where Xi = Measured travel time of ith arrival, Mi = Modeled travel time of ith arrival. Here I varies from 1
to 6 representing direct, surface, bottom, surface-bottom, bottom-surface and surface-bottom-surface paths.
The forward propagation model generates modeled arrival times (Mi) and the optimization algorithm
aims to identify the Mi which gives the least value of the objection function. The least objective function
represents the highest degree of match between the modeled and measured travel times.

4. INVERSION METHOD

Genetic algorithms (GA) are self-adaptive, stochastic search mechanisms to solve a wide variety of
optimization and inversion problems. GA is based on underlying genetic biological evolution principles
and natural selection[15]. GA intelligently executes a random simultaneous search from a wide sampling
of the cost surface to solve global optimization problems.GA allows a population of individuals to evolve
under specified selection rules in a way that next generation is fitter than previous generation and finally
reaches to a highest state of fitness. Evolution process of GA optimization is facilitated by three major
constituent operators, selection, crossover and mutation.Given a sound speed profile we can calculate the
travel times by solving the forward problem. Each forward model run corresponds to a distinct water
column sound speed profile. Other input parameters remain constant. The initial search space consists of a
coarse resolution sound speed profile. These constraints on sound speed as a function of depth are fixed
using sound speed values estimated from in-situ CTD measurements during earlier surveys conducted in
the month of March at the same location.
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Table 1. Initial search space for water column sound speed profile

S No Depth range z(m) Sound speed rangec(z) (m/s)

1 z
1
 = 0 1541 < c(z

1
) < 1546

2 z
2
 = 10 c(z

1
) -0.5 < c(z

2
) < c(z

1
) +0.5

3 19< z
3
<21 c(z

2
) -0.5 < c(z

3
) < c(z

2
) +0.5

4 z
4
 = 30 c(z

3
) -3 < c(z

4
) < c(z

3
) -1

5 39 < z
5
< 41 c(z

4
) -3 < c(z

5
) < c(z

4
) -2

6 49 < z
6
 < 51 c(z

5
) -1 < c(z

6
) < c(z

3
) +2

7 z
7
 = 60 c(z

6
) -1 < c(z

7
) < c(z

6
) +1

8 z
8
 = 71 c(z

7
) -1 < c(z

8
) < c(z

7
) +1

To describe the profile characteristics properly and efficiently keeping in mind the physical processes, each
profile is represented by eight depth points as given in Table 1. There are two points from the surface to the
thermocline (z = 0 and 10 m), three points spanning the thermocline (z = 19-21m, 30m, 39-41 m) and two
points for minimum below the thermocline (z = 49-51m, 60m). The points z = 0 and z = 71m represent the
surface and bottom respectively. The sound speed gradients in the layers above and below the thermocline
are set not to exceed 0.5 s–1 whereas the gradient in the thermocline can be as high as 3.0 s–1 as observed in
data collected in earlier surveys during March.

5. RESULTS AND DISCUSSION

An initial population of 10 candidate sound speed profiles for GA was created by selecting sub population
of 10 best candidates among 20 randomly generated candidates (Fig. 5) within the search space defined at
each depth in the earlier section. The fitness of each sound speed profile is checked based on the difference
between the measured travel times and the travel times computed using the forward propagation model.
Then, through a set of evolutionary steps the initial population evolves to attain a higher level of fitness.
The GA parameters used for inverting the two datasets are listed in Table 2.

Fig. 5. LEFT: The initial population of 20 randomly generated sound speed profiles. RIGHT: Best 10
sound speed profiles chosen from the initial population to ensure that the profiles are strictly confined

within the sound speed constraints.
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Table 2. The values of GA parameters for model runs 1 to 4 for a source receiver range of 245m and 320 m

Run No of Population Mutation Selection Cost Cost

No Generations size rate rate Function Function

(245 m) (320 m)

1 5 10 0.02 0.5 0.000067 0.0032

2 10 10 0.02 0.5 0.000050 0.0019

3 15 10 0.02 0.5 0.000043 0.0015

4 20 10 0.02 0.5 0.000041 0.0015

For each dataset, four inversion runs are carried out for generations of 5, 10, 15 and 20 respectively. The
size of initial population is set at 10 with a crossover probability of 1, a selection rate of 0.5 and a mutation
rate of 0.02 from one generation to the next.

It is possible that the reduction in value of the objective function may not reflect as an improvement in
the estimated values of the sound speed profile. Therefore, the estimated sound speed values are compared
to the measured values at each of the 8 depth points to evaluate the effectiveness of the optimization
method. For the 245m impulse response data, it is observed that the objective function converges after 10
generations. The improvement in accuracy is only marginal as the number of generations is increased
beyond 10. The objective function value is equal to 0.000041 for a GA run of 20 generations using 245m
range impulse response data. The plots comparing the measured sound speed profile and GA estimated
sound speed profile appear in Figure 6.The top layer is fairly uniform up to a depth of 20m. The thermocline
slope as observed in the measured profile is 0.2 s–1. The thermocline layer begins at 20m and extends upto
a depth of 40m. The sound speed observed at 20m depth is 1543 m/s and it reduces to 1540 m/s at the
bottom of the thermocline. The layer below the thermocline is fairly uniform with a top-to-bottom difference
of less than 1.5 m/s over a depth of 30m. The slope and depth of the thermocline agree well between the
measured and estimated profiles for inversion using 245m range impulse response data.

Fig. 6. Comparison of Best fit sound speed profile with CTD measured data for GA runs corresponding
to 5, 10, 15 and 20 generations. Source receiver ranges are 245m (left panel) and 320 m (right panel)
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It is observed that as the range increases to 320m, the performance of GA deteriorates and the estimated
profile does not match well with that of the measured profile. The estimated sound speed is 1.0 ms–1 more
than the measured sound at the sea surface. At a depth of 10m, the estimated value is about 1.0 ms–1 less
than the corresponding measured value. The match is better at the depth of 20m. The thermocline layer
extends from 20 to 40m as observed both in the measured and estimated profile. The depth of the thermocline
compares well with that of the measured data. However, the inversion method based on 320m impulse
response data fails to predict accurately the slope of the thermocline. This discrepancy may be overcome
with the help of range dependent propagation modelling wherein the sound speed profiles change with
between the source and the receiver. The GA estimated sound speed profile shows a marginal difference of
less than 0.5m s–1 in the layer below the thermocline. The objective function value is equal to 0.0015 for a
GA run of 20 generations using 320m range impulse response data. There is no improvement in the objective
function value as the number of generations is increased beyond 20 generations.

6. SUMMARY AND CONCLUSIONS
The present work is a preliminary attempt to invert water column sound speed profile using measurements
of impulse response in shallow water. The multipath travel time information is extracted from impulse
response data for two source receiver ranges of 245m and 320m. A forward propagation model based on
ray tracing is implemented to model multipath travel times and compared to measured data. An objective
function which computes the mismatch between measured and modeled travel time is optimized to obtain
the best fit model of water column sound speed profile. In this work, inversion procedure based on a
Genetic Algorithm is implemented to solve the optimization problem. Based on the inversion results obtained
using the two datasets, the following conclusions are made regarding the feasibility of the inversion technique
as a complementary method of measuring sound speed profile.

At 245 m range, the slope and depth of the thermocline agree well between the measured and inversion
estimated profiles. The improvement in accuracy is only marginal as the number of generations is increased
from 10 to 20. However, it was noted that the reduction in value of the objective function may not translate
to improvement in the estimated values of the sound speed profile. Results indicate that as the range
increases to 320m, the performance of GA deteriorates and the mismatch between the inversion estimated
and the measured profile increases. It is important to note that these results represent the sound speed
profile in a range-averaged sense over the source receiver range whereas the measured data was observed
near the source station. As the source receiver range increases, it is expected that the difference between the
measured and estimated profile will increase.
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ABSTRACT

A two ship experiment was conducted to study the impact of Sonic Layer Depth (SLD) on acoustic
propagation in deep waters off west coast of India.  Depth at the experimental site is found to be
~2000 m with very mild slope. While one ship transmitted CW pulses at two different frequencies
(1000 Hz and 1600 Hz) from a fixed location, the other received the same at different (15 km and 28
km) using a three hydrophone array.  The hydrophones are placed at three different depths (15 m,
45 m and 75 m) while the first hydrophone is in SLD zone the other two are below the SLD.  During
the experiment relevant environmental parameters such as sound speed profile, wind speed and
sediment information were also collected.  Analysis of sound speed profile reveals the presence of
a very shallow SLD(~25 m). The acoustic data thus collected was analyzed and presented in this
paper.  Experimentally measured acoustics Transmission Loss (TL) levels were compared against
the predicted using the ray theory based Gaussian beam acoustic model (BELLHOP).  As expected
the TL was found to be high for the receivers placed below the SLD(45 m and 75 m) than the one
(15 m) inside the SLD.  Also, minimum TL was noticed at two ranges (15 and 28 km) due to bunching
of low grazing bottom bounced rays. Measured TL compared well with simple geometric spreading
(17*log (range)) law for the hydrophone placed at 15m depth.

1. INTRODUCTION

Literature suggests[1-5] when an underwater device such as sonar transmits a signal; it undergoes
morphological changes due to various environmental factors. These factors include variation of sound
speed with depth causing changes in refractive index, presence of ocean boundaries causing multipath and
scattering effects, high temporal and spatial variability of ocean environment causing fading of signal,
presence of different types of sediments at the bottom boundary causing different attenuations etc.  All
these environmental factors put together determines how particular sonar performs in a given environment
through a parameter called transmission loss (TL) in sonar equations.  The TL of a location greatly influences
the Signal Excess (in some context Figure of Merit) which in turn influences the detection ranges of sonars.
Meaning that performance of any sonar system critically depends on the prevailing TL at the sonar
operational site.  Since the ocean environment is temporal as well as spatially varying, the TL also varies
accordingly.  Therefore it is prudent to conduct an experiment in the place of interest to arrive at TL statistics
over period of time.  The measured TL levels thus obtained are usually compared against the theoretically
estimated levels to fine tune the theoretical models to suite the area of interest. It is in this context that a two
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ship experiment was conducted in deep waters of southwest coast of India to measure TL at different
ranges for two frequencies. The measured TLs thus obtained were compared against the simple geometric
spreading law including the attenuation and also against the ray theory (BELLHOP) based propagation
model predictions. The findings in this paper will have far reaching implications on the performance of
variable depth sonar.

2. MEASUREMENTS AND ANALYSIS OF ACOUSTIC DATA

Two ships were engaged in the experimental setup for carrying out the TL measurements, while one ship
transmitted the signals from a fixed location and the other received the same at different ranges upto a
maximum range of 30 km. This experiment was conducted at a location, where the water depth was around
2000m. CW pulses of frequencies 1000Hz and 1600Hz were transmitted from a depth of 9 m and the same
were received by a three element hydrophone array where the hydrophones are placed at 15 m, 45 m, and
75 m depths.  The data recorder and hydrophones were tested and calibrated prior to the experiment.  The
array was lowered from a ship which is completely silent during the entire experiment. The data was
recorded using digital recorder with a sampling frequency of 24 kHz. The measured data was corrected for
hydrophone sensitivity and amplifier gain before being converted to pressure ( Pa). Later, they were passed
through a band-pass filter of width 50 Hz to improve the signal-to-noise ratio to estimate received level.

Fig. 1. Sound speed profile at the experimental site. Left panel full profile and right panel zoomed
profile. The square boxes indicate position of hydrophones in the water column.

The TL values are calculated by subtracting source level from the received level. Along with acoustic
measurements, CTD (Conductivity, Temperature, and Depth) profile was also collected to determine sound
speed profile at the location. The calculated sound speed profiles using CTD data is plotted in Fig. 1. (Left
panel full profile - Right panel zoomed profile). The figure clearly indicates the presence of shallow sonic
layer (~25m).
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3. NUMERICAL MODELING OF ACOUSTICS PROPAGATION

Ray theory methods are still used extensively in the operational environment where computational speed
is a critical factor and environmental uncertainty poses much more severe constraints on the attainable
accuracy. Therefore an Ocean acoustic propagation model based on ray theory, BELLHOP (http://
oalib.hlsresearch.com/modes/acoustictoolbox/at.zip) was utilized to compute the TL.BELLHOP is designed
in order to perform two-dimensional acoustic ray tracing for a given sound speed profile c (z) in ocean
waveguides with attenuation or variable absorbing boundaries. The calculation of acoustic pressure is
based on the theory of Gaussian beams. Ray tracing requires the solution of the ray equations to determine
the ray coordinates. Amplitude and acoustic pressure requires the solution of the dynamic ray equations,
which are described in3. For a system with cylindrical symmetry, the ray equations can be written as5,
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Where s represents the launching angle, (r(s), z(s)) source position and c(s) is the sound speed at the source
position. The coordinates are sufficient to obtain the ray travel time:
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Ray and dynamic equations are integrated in BELLHOP using a two-step polygon method. The standard
measure in underwater acoustics of the change in signal strength with range is TL defined as the ratio in
decibels between the acoustic intensity I(r, z) at a field point and the intensity I0 at 1-m distance from the
source, i.e.
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Fig. 2. The propagation of Eigen rays over the range of 30 km,
for source depth 9 m and receiver depth 75 m.
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As brought earlier, the TL was estimated theoretically using BELLHOP model for all the experimental
conditions,  one such TL estimation for a source depth of 9m and receiver depth of 75 m for 30 km range is
presented at Fig. 2.  It is evident from the figure that till the SLD total area got insonified with two distinct
shadow zones (first one is close to source region and the second is around 23 km range) created by low
grazing bottom bounced rays.  Bunching of rays have taken place around 15 km and 28 km, therefore the
TL measured around this zone is ought to be less than the rest.

4. DATA AND MODEL COMPARISON

Comparisons between the measured TL and the ray theory (BELLHOP) based propagation model predictions
for three receiver depths 15 m, 45 m and 75m for frequencies 1000 Hz and 1600 Hz are shown in Fig. 3. In

Fig. 3. Measured and modeled data comparison of TL for three receiver depths (15m, 45m, and 75m)
for two frequencies (1000 Hz& 1600 Hz). black color broken line with filled circles represents simple

geometric spreading, broken lines of red and blue color represents bellhop model based TL estimation
for 1000 Hz and 1600 Hz respectively and similarly continuous lines with filled circle and unfilled

square represents the measured data for 1000 Hz and 1600 Hz respectively.
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addition to ray theory based propagation model predictions, a simple spherical spreading law with
attenuation was also used in comparisons. It evident from Fig. 3 that the TL has increased with range
across all the frequencies and receiver depths as expected. TL was slightly higher in case of 1600Hz compared
to 1000Hz on expected lines owing to higher attenuation rates.
TL was noticeably higher for the receiver depths 45 and 75 m compared to 15 m as the former is placed
below the sonic layer. As expected from the bunching of low grazing bottom bounce rays, the TL was lower
at two ranges (15 and 28 km) than observed at other ranges. All these phenomena are well reflected in
BELLHOP model predictions. The measured TL matched with the geometric spreading (17*log (range))
law with attenuation for the receiver depth 15m only which is due to the receiver in the sonic layer.  Whereas
for other receiver depths 45 and 75m, measured values were much higher than the geometric spreading
law.

5. SUMMARY AND CONCLUSIONS

A two ship acoustic experiment was conducted to study the effect of sonic layer depth on acoustic wave
propagation at a deep water site off west coast of India.  Measured Transmission Loss (TL) levels were
compared against the simple geometric spreading law (including attenuation) as well as with levels predicted
using ray theory based model.  A very shallow sonic layer depth was found to be present at the experimental
site using the Conductivity, Temperature and Depth (CTD) profile data.
High TL was noticed for receiver depths 45 and 75 m, since these were placed below the sonic layer whereas
the source was within the sonic layer.  However, comparatively the TL was noticed to be lower at two
ranges (15 and 28 km) due to bunching of low grazing bottom bounces in this region. Further, two low TL
zones were also noticed, while one is close to source region and other is at 23km range. The data model
comparisons reveal that the ray based model BELLHOP has been able to reflect the measured TL features
with reasonable agreement.  The measured TL matched with the geometric spreading (17*log (range)) law
with attenuation for the receiver depth 15m which is in the sonic layer.  Whereas for other receiver depths
45 and 75m, measured TL levels were much higher than the geometric spreading law.
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ABSTRACT

Underwater Acoustic Reverberation causes primary limitation on Active Sonar system performance.
Hence, impact of Active Sonar system design parameters on Reverberation needs evaluation. The
power level simulation of Reverberation is done here and the time domain Reverberation envelope
profile due to Volume, Surface and Bottom scatterings is generated. The model developed takes
into consideration the 3 dimensional (3-D) array beam pattern from -90 to +90 degrees (both
horizontal and vertical) including the side lobes. The output profile is generated by including all
the Sonar parameters, Sonar-Sea Geometry parameters and Sea Environment parameters. Different
envelope profiles are formed with different spreading losses and compared. Study is also done by
generating envelope profiles with varying sea channel depths and Sonar operating depths.
Performance evaluation of the model is also done by comparing the generated reverberation
envelope with that of a Sonar sea trials' data envelope.

1. INTRODUCTION

Reverberation is the sum total of scattering contributions from sea boundaries and other in-homogeneities
present in the sea and is the unwanted resultant of any Active Sonar transmissions. It causes primary
limitation on sonar system performance. Hence, it is very pertinent that the impact of design assumptions
on Reverberation be evaluated.

This paper discusses the generation of Sonar's Reverberation power envelopes (reverberation profiles)
due to volume, surface and bottom scatterings. The model developed takes into consideration the 3
dimensional (3-D) array beam pattern from -90 to +90 degrees (both horizontal and vertical) including the
side lobes. This work also compares the generated Reverberation profiles by varying parameters like depth
of the channel, running depth of the Sonar and different propagation losses. Performance evaluation of the
model is later done by comparing the generated Reverberation envelope with that of a Sonar sea trials' data
envelope. The results discussed here are specific to a underwater weapon Sonar. But by using parameters
from other sonars, the simulation model can be also be used for other sonars. Comparisons between generated
reverberation profiles and sea trial data reverberation profiles will help us in direct evaluation of the impact
of design assumptions.

The paper is organized as follows. The generation of the envelopes due to Reverberation is discussed
in Section 2. The approach used for estimation of Reverberation for increasing range cells and the assumptions
are discussed in this section. Section 3 dwells on the Matlab simulated results by varying parameters like
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different spreading loss models, varying depth and geometry of the Sonar. Section 4 evaluates the generated
power level Reverberation envelopes with Sonar sea trial data.

2. ENVELOPES DUE TO REVERBERATION

The Reverberation Level has been computed for all the three cases of Volume, Surface and Bottom.  The
total Reverberation power is the sum total of Volume, Surface and Bottom Reverberations' power which
are discussed in this section. The parameters of Sonar depth, channel depth and Sonar pitch angle are taken
from the Sonar operating geometry and conditions.
2.1 Approach
The envelope generated here due to the Reverberations is a power level profile. It is different from the
Reverberation time series generation scheme[1,2] where the latter uses Rev-3D, 3-D ray-based model for
computing time series for reverberation and propagation  power delay.

The following are the intrinsic assumptions in our generation of power level Reverberation profile:
1. Primary Scattering only,
2. Iso-velocity Sea environment
3. Direct Propagation path.

Fig. 1. Generation of power level Reverberation profile.

The combined Reverberation profile generation approach is shown in Fig. 1. The power level
Reverberation profile is obtained by calculating the sum of powers due to Surface Reverberation, Volume
Reverberation, Bottom Reverberation and noise for each of the range cells, as per Eqs. (1) and (2), in a Pulse
Repetition Interval (PRI). Each of these Reverberations and noise power are generated based on the input
parameters of

1.  Sonar parameters, which include
(a) Transmitter and Receiver 3-D beam patterns,
(b) Transmitted Power (Source Level),
(c) Time Varying Gain (TVG) and
(d) Transmission pulse width.
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2. Sonar-Sea Geometry parameters, which include
(a) Sea Channel depth,
(b) Sonar running depth and
(c) Sonar pitch angle.

3. Sea Environment parameters, which include
(a) Wind speed at the surface,
(b) Noise Spectrum Level,
(c) Volume backscatter strength,
(d) Bottom condition and type (not considered here),
(e) Bathymetry profile (not considered here), and
(f) Propagation losses.

With these parameters, Reverberation power level computation is done at different ranges.
2.2 Reverberation power computation at different ranges
The elevation cut (azimuth angle = 0°) of  typical transmission beam pattern is shown in Fig. 2(a).  The
figure shows the elevation beam pattern applicable for 0° pitch angle of the sonar and 0° elevation beam
steering.  If the pitch angle of the Sonar and the steering angle are different than 0°, the beam pattern will
tilt up or down accordingly.

Fig. 2. (a) and 2(b).Transmission of energy in different elevation angles by Transmitter.

The elevation angle span is divided into incremental angular steps (say half a degree). All the angles in
the 3D space are excited with different power levels by the sonar transmitter during the active transmission
ping as per the beam pattern. Assuming peak Source Level (SL) of Sonar as 212 dB, the distribution of
energy in the medium (sea) is shown in Fig. 2(a). The side lobes of the beam pattern in the 3D space are also
included in the simulation, as shown in Fig. 2(b). This is because the rays emanating from these side lobes
hit the sea boundaries at much less distance than the rays from the main lobe and hence have comparable
reverberation power due to less transmission loss as compared to main lobe rays of the beam.
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Fig. 2(a) shows the vertical cross-section of the transmitted beam. All the rays emanating from the
source at elevation angles between 89.5° to 0.5° (if the angular step = 0.5°) will hit the sea surface at Rs range
bins (cells), and will give rise to surface reverberation.

Sonar depth from surface 
Sin (  )

Rs vertical angle


Similarly, the rays emanating from the source at elevation angles between -89.5° to -0.5° (if the angular
step = 0.5°) will hit the sea bottom at Rb range bins, and will give rise to bottom reverberation as shown in
Fig. 2(b).

Sonar height from bottom 
Sin (  )

Rb vertical angle


Assuming Rs = R1 and  Rb = R1, the transmitted energy is spread in the whole 3-dimensional hemisphere
of radius of R1 according to the transmitter beam pattern. The reflections from these will contribute to the
sum total of surface, bottom and volume reverberations at range bin R1 in the Receiver temporal data,
assuming volume reverberation to be distributed uniformly in the medium. Similarly for different angles,
different sets of range bins (based on time delays of the rays hitting the surface/bottom and returning back
to the Sonar) will occur as shown in Fig. 2(b). The geometry will change for different combinations of
channel depth and Sonar running depth and will result in different reverberation profiles. Similarly for
typical receiver beam pattern, the elevation cut (azimuth angle = 0°) applicable for 0° pitch angle of the
Sonar and for 0° oelevation beam steering  is shown in Fig. 3.  The beam pattern will tilt up or down
according to the pitch angle of the Sonar.

Fig. 3. Reception of reverberation from surface, bottom and volume of sea medium.

Here also, elevation angle span is divided into incremental angular steps (same as that used in
transmission case). The combined received reverberation power is calculated for all the range bins as obtained
earlier. The Receiver directivity is shown in Fig. 3. The surface, bottom and volume reverberations  from
different range bins (cells) are received at the receiver at different angles and these are multiplied with the
receiver beam pattern (added in logarithm scale) to get the effective reverberation level at the receiver.

2.3 Volume Reverberation
Volume reverberation has been computed by using the relation

RLv = SL – 2*TL + SV +10 log V  dB. (3)
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where, V = (c/2) r2, the reverberating volume, SL : Source Level, TL : One-way Transmission Loss,
r : range, SV : Volume backscattering strength, c : speed of sound in water, :  pulse width and , is the
equivalent 2-way beam width.

The directivity effect of the sonar is taken care by multiplying (adding in dB scale) the beam pattern of
the receiver and transmitter beams to the calculated reverberation level, hence we have used  = 4. The
calculated value of volume reverberation level is added to Receiver Sensitivity of the transducers of Sonar
and is converted to power levels as shown in equation below:

( )
1010

RL RSv

watts
 (3)

where RS is the Receiver Sensitivity in dB rel 1V/micropascal. It is to be noted that the Volume
Reverberation's contribution to the total Reverberation is comparatively very less than Surface or Bottom
Reverberation.

2.4 Surface Reverberation
The surface reverberation is computed only for the 3 dimensional elevation beams (rays) which are greater
than 0 degree angles since these are the beams which will touch the surface. The range cells for the calculation
of surface reverberation are computed using Eq. (1).

The surface reverberation can be calculated as:
RLs = SL – 2*TL  + Ss + 10 log A  dB (5)

where, Ss – Surface scattering strength.
The sea surface scattering strength (Ss) is computed as a function of frequency, f (in kHz), wave height,

h (in feet), and the grazing angle,  [4].
The wave height is computed as a function of wind speed, Ws knots as

h = 0.0026 * Ws
2.5 (6)

For the range 5
8

 < fh Sin < 100 ,

Ss = 10 log(fh Sin()0.99  – 45.3 dB. (7)
or, Ss = 10 log(fh Sin()/K)0.99 dB. (8)
where, K = 3.649 * 104

In the region, fh Sin() < 5
8

,
Ss = 10 log(fh Sin()/K)4 dB. (9)

 Again, in the region, fh Sin() > 100
Ss = –26        dB. (10)

In Eqn. (5), A is the area of the surface scattering region in the range cell and is given by
A = (c/2)r, where , is the  equivalent 2-way horizontal beam width,
The directivity effect of the sonar is taken care by adding in dB scale (multiplying) the beam pattern of

the receiver and transmitter beams to the calculated reverberation level and hence we have taken  = 2.
The surface reverberation is computed for all the range bins (cells) as computed from Eqn. 1,where the

elevation and azimuth angles are incremented in steps of 0.5 degrees for every iteration. The calculated
value of surface reverberation level is added to Receiver Sensitivity of the transducers of Sonar and is
converted to power levels as shown in equation below:

( )
1010

RL RSs

watts
 (11)

where RS is the receiver sensitivity dB rel 1V/micropascal.
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2.5 Bottom Reverberation
The sea bottom is also an effective reflector and scatterer of sound and acts to redistribute in the ocean a
portion of the incident sound. However, the bottom scattering strength, Sb, is a strong function of the
bottom type, e.g. mud, sand, rock, etc. A large number of practical investigations have been carried out
with varying degrees of consistency as discussed in literature[5]. We have used the Lambert's Law model[3].
This model gives the maximum expected bottom backscatter strength at normal incidence as -5 dB and is a
good approximation for very rough sea bottoms.

The bottom backscattering strength Sb is given by Urick[3].
Sb = 10 log() +10 log(Sin2) (12)

where = 
1


, and,  is the grazing angle of the sound wave with the sea bottom.

Bottom reverberation will occur for all the elevation beams (rays) which are looking in the less than 0°
degree angles for 0° pitch angle of Sonar. If the pitch angle is different from 0°, then the corresponding
angles after adding the pitch angle are to be considered. For example, if pitch angle = –5°, bottom scattering
will take place for vertical beam pattern angles from + 4.5° to -84.5° (i.e. the combined angle of beam
pattern angle and pitch angle should less than 0°). The range cells for the calculation of bottom reverberation
are computed by the Eq. (2).

Bottom reverberation has been evaluated from the equation below as:
RLb= SL – 2 * TL + Sb + 10 logA (13)

All the parameters have same value as in Eq. (4) except Sb.
The bottom reverberation is computed for all the range bins (cells) as computed from Eq. (12), where

the elevation and azimuth angles are incremented in steps of 0.5 degrees for each iteration. The calculated
value of bottom reverberation level is added to Receiver Sensitivity of the transducers of the Sonar and is
converted to power levels.

The bottom reverberation power at sensor output is :
( )

1010
RL RSb

watts
 (14)

where RS is the receiver sensitivity dB rel 1V/micropascal.

2.6 Ambient Noise
The ambient noise is computed using the ambient noise spectrum level and receiver bandwidth.  The
average value of noise is converted to equivalent power level by using the receiver sensitivity.

NL= NSL+10 log(BW) (15)
The NL is in dB, NSL in dB/Hz and BW in Hz.
The noise power at sensor output is given by

( )
1010

NL RS

watts
 (16)

where RS is the receiver sensitivity dB rel1V/micropascal.
Each of these reverberation powers (surface, volume and bottom) and noise powers for each range bins

(cells) are added and this total power level is converted to voltage level. These values are then normalized
to get an envelope due to combined reverberation.

2.7 Time Varying Gain (TVG) profile
The reverberation envelope is multiplied by theTVG (Time Varying Gain) profile used in the Sonar to get
the final envelope.

2.8 Beam Patterns of Receiver and Transmitter
The 3D beam patterns for the receiver and the transmitter are generated through simulations and used in
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the study. Chebyshev weightings are used for the elements in the generation of the beams. In our study, we
are projecting the energy in all the 3D space in the channel depending upon the 3D beam pattern.

2.9 Transmission Loss
The transmission loss equation includes a spreading loss component and also an absorption loss component.

TL = Spreading Loss +  *r/1000 (17)
where, Spreading Loss = 20 log (r) for spherical spreading

= 10 log (r) for cylindrical spreading,
r is range in yards, and  is absorption coefficient in dB/kYd calculated from the expression due to Thorp[3]
given as :

2 2
4 2

2 2

0.1f 40fα 2.75*10 f 0.003
1 f 4100 f

   
 

(18)
where f is frequency in kHz.

Because we considered primary path scattering only, spherical spreading loss (20 log r) has been
considered in this work.  However, envelopes considering cylindrical spreading losses have also been
generated in Section 3 for a comparative study.

3. REVERBERATION PROFILES OF SONAR AT DIFFERENT DEPTHS

The envelope profiles have been generated by using the equations and parameters as discussed in the
earlier sections. These envelopes are relevant to the particular Sonar, as we have used the Sonar parameters
in the envelope generation. Similar envelope profiles can be made for other sonars using their specific
parameters.

The simulations were done for different channel depths scenarios with sonar at varying depths. The
envelopes so generated with the reflections from surface, volume and bottom surfaces and noise are shown
in the plots below. In addition to these, different profiles are also generated with spreading losses forms
like 20 log r and 10 log r. These envelopes so generated were then validated with Sonar sea trial data
envelopes.

3.1 Envelopes for 400m deep channel for different depths of the Sonar:
These envelopes, as shown in Figs. 4(a)and 4(b),are generated for a 400m deep sea channel with various
spreading loss (spherical and cylindrical) and different depths of the Sonar. It was found that 20*log(r)

Fig. 4(a). Combined Envelopes with Spherical spreading.
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Fig. 4(b). Combined Envelopes with Cylindrical spreading.

(spherical spreading loss) was more suitable for our case as seen after comparing with the Sonar sea trials
data profile (as discussed in Section 4).This is also true because we considered primary path scattering
only. Henceforth, spherical loss has been considered for further envelopes generation.

3.2 Envelopes for 300m and 200m deep channel for different Sonar depths:
The envelopes in Figs. 5(a) and 5(b)are generated for a 300m and 200m deep sea channels respectively with
spherical spreading loss and different depths of the Sonar. As can be seen from Figs. 4 and 5, the hump like
pattern is more observed when the running depth is near to the sea surface. The hump like pattern in the
envelopes is not due to Reverberations alone, but it is due to the combined effect of Reverberation plus
TVG profile at shallow depths of operation. It can also be seen from Fig. 4(a), that the hump like pattern is
not observed at Sonar running depth of 200m or more. But this can be a cause of concern for Sonar running
depths of 150m or less.

Fig. 5(a). Combined Envelopes for Channel depth = 300m.
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Fig. 5(b). Combined Envelopes for Channel depth = 200m.

Fig. 6. Comparison with Sonar Sea Trial data.

4. RESULTS EVALUATION WITH SEA TRIAL DATA
4.1 Scenario 1 (Channel 340m, Sonar depth = 140m):
This sea trial was done with Sonar running depth =140m and height of the Sonar from the bottom = 200m,
i.e. channel depth =340m. Figure 6 shows the combined envelope (normalized) due to Surface, Bottom and
Volume Reverberations alongwith the TVG gain profile in red colour. The generated combined profile is
then validated with Sonar sea trial data profile. The Y axis in Figs. 6 and 7 represents digitized data of a
12-bit ADC at the Sonar receiver. As observed, the generated profile is in close concurrence with the profile
observed in sea trials data.
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Fig. 7. Comparison with Sonar Sea Trial data.

4.2 Scenario 2 (Channel 340m, Sonar depth = 80m):
This sea trial was done with Sonar running depth =80m and height of the Sonar from the bottom = 260m,
i.e. channel depth = 340m. Figure 7 shows the combined envelope (normalized) due to Surface, Bottom and
Volume Reverberations along with the TVG profile in red colour and validates the combined profile with
Sonar sea trial data profile. As observed, the generated profile is in close concurrence with the profile
observed in trials data.

5. CONCLUSIONS
The power level simulation of Reverberations was done and the time domain envelope profile was generated
by multiplying Sonar's TVG profile with Reverberation profile. The output profile is generated by including
complete transmitter and receiver beam patterns including the side lobes. The validation of the results was
done with the Sonar sea trial data profiles. It was found that the generated envelope profiles were in good
concurrence with sea trial data envelopes. Different envelope profiles were formed with different spreading
losses and compared. Study was also done by generating envelope profiles with varying channel depths
and torpedo running depths.

The developed model can be used for any array beam-patterns, TVG profile, channel depth and torpedo
running depths. Comparisons between generated profiles and sea trial data profiles have helped us in
direct evaluation of the impact of design assumptions.

This work can be further extended to generate Reverberation time-series generation. Also, Bottom
Reverberation generation can be further improved by including dependence of bottom backscattering
strength upon bottom type (mud, sand, silt, etc.).
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ABSTRACT

In acoustical imaging, the backscattered signal at the receiver is represented as a sum of delayed
and weighed replicas of transmitted signal which is used to insonify the imaging object or the
scene. So in the forward problem, received signal is modelled using linear system model with a
known transformation matrix and scattering coefficient vector. Estimation of scattering coefficients
from the received signals is an inverse problem and the corresponding estimate is the acoustical
image of the object or the scene. In this paper, we explore the feasibility of various linear estimation
techniques to reconstruct the acoustical images of objects using simulation and also present a
qualitative evaluation of their performances using experiment data.

1. INTRODUCTION

Underwater acoustical imaging provides vision under water. It uses sound waves to form images of
underwater objects. An array of acoustic transducers sends out a beam of acoustic energy to insonify the
imaging area that contains the target of interest and uses the reflections obtained to reconstruct the image.
Reflectivity or scattering strength is the parameter that can be used to distinguish underwater objects from
its background. Objects that have the ability to scatter most of the acoustic energy falling on it will appear
prominent in the image[1-3].

In acoustical imaging, the imaging environment is modelled using a suitable signal model and the
imaging problem is posed as an inverse problem. Analytical models are proposed by Freedman[4] and
Faran[5] to explain scattering phenomenon of standard volumetric shapes in underwater applications. The
scattered pressure in these models satisfies Helmholtz equation and Sommerfeld radiation condition. Inverse
solutions of these models are computationally highly expensive due to the nonlinearities involved. Also
the use of high frequency acoustic waves in imaging demands for high data rate to meet Nyquist sampling
criteria. So in such high data rate acoustical imaging systems, inverting linear model has the advantage of
lesser computational complexity. The forward model for underwater acoustical imaging given by George
and Bahl[6] treats the imaging object as a collection of densely packed point scatterers or small facets. This
approach is used for the signal model formulation as the model reduces to a linear system model.

In this model the received signal is modelled using a linear system model with known array steering
matrix and scattering coefficient vector. In the inverse problem, the scattering coefficients are unknown
which need to be estimated from the received signal with a given array steering matrix[2,7,8]. The focus of
this paper is on the feasibility study and performance evaluation of different linear estimation methods
that can be implemented in an imaging Sonar. In order to study the feasibility of these algorithms in real

© 2018 Acoustical Society of India
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signals, we conducted imaging experiments in an acoustic tank. The signals collected from these experiments
are used for the qualitative evaluation of their relative performances.

2. SIGNAL MODEL

The data model presented in the
papers[1,2] for underwater imaging
applications is discussed here in the
context of plane wave propagation.
This model assumes that the imaged
scene is composed of Q point
scatterers and the ith scatterer is
located at an azimuth angle '' and
range 'r' with reference to the co-
ordinate origin. A point scatterer can
be defined as a volume whose
dimensions are very small in
comparison with the wavelength and
that follows Rayleigh's scattering
process[2]. The reflectivity or the
scattering strength of the ith scatterer
is ci. The notation and geometry used in this model are shown in Fig. 1. The pressure scattered from the
object is measured using a uniform linear array of transducer with M elements and inter element spacing
(d) of half wavelength. Transmitter is a single element transducer with a wide horizontal and vertical
beamwidth to insonify the imaging scene and it is placed along with the receiver array. Last sensor element
(M) in the receiver array is located at the co-ordinate origin.

The transmitter sends out a signal 'x(t)' to insonify the imaging scene in the +Z direction. The emitted
wave field propagates with velocity 'c' through the medium, experiencing attenuation and diffraction, as
well as scattering and reflection. The reflected and scattered wave field propagates back towards the receiver
array of elements, where upon reception the measured wave field is converted into electric signals. Received
signal at the mth sensor 'Sm(t)' can be represented as a sum of time-delayed and amplitude-weighted replicas
of the transmitted waveform x(t) i.e.,

Q

m i im
i=1

S (t) = c  x(t – )  (1)

where,  im = dim/c.
im and dim are the time delay and path difference in arriving at mth sensor after reflection and scattering
from ith point scatterer respectively and ci is the unknown coefficients of ith point scatterer that represent
the scattering strength. From Fig. 1, we can represent Eqn. (1) in frequency domain as,

Q (–j (m – 1)dsin( ))i
m i

i=1

S ( ) = x( ) c e c




   (2)

The data model shown above can be represented in matrix form as
s( , ) = U( , )c( )p p   (3)

In Eq.(3),  s(,p) is the M×1 column vector of the field received by M sensors placed at p = [0, d , …, (M-1)d],
c()  is the Q × 1 column vector of scattering strength of each point scatterer contained in the scene to be
imaged and U(,p) is an M × Q transfer matrix whose element 

(–j (m – 1)dsin( ))i
imu  = x( )e c




 .

Thus the imaging process reduces to estimating vector 'c()' from the knowledge of U and signal vector s.
The transformation matrix 'U' is the array steering matrix. This can be constructed a priori for a given

Fig. 1. Geometry of Acoustical Imaging

diM = (M–1)d sin()
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imaging scene and array geometry. Estimation of the unknown parameter 'c()' can be done in different
ways and some possible techniques are given in the next Section.

3. ACOUSTIC EXPERIMENT

Upon analysing the model discussed in Section 2, it is clear that the above model reduces to a linear form
s = Uc. The measured signal vector 'y' is obtained by adding noise in the model and we get,

y = Uc +  (4)

where,  is the measurement noise assumed to follow complex Gaussian distribution. Acoustical imaging
problem can be formulated as finding the scattering coefficients 'ci' of each scatterer in the above model.
This problem can be viewed as a linear estimation problem. Least square and maximum likelihood estimators
are the popular classical estimators for the above problem[8,9]. If we have some apriori knowledge about
the unknown scattering coefficients, Bayes estimator is preferable[8,9].

Least square estimator (L2 norm minimization) finds the values of c that minimizes 2y – Uc  . Least
square estimator of c is

H –1 H
LSĉ  = (U U) U y (5)

where, (.)H is the conjugate transpose operator.

For LSĉ to exist, UHU must be invertible and U must have full column rank.

Maximum likelihood estimation (MLE) gives those values of scattering coefficients that maximizes the
likelihood of getting the given sensor measurements. For noise with Gaussian distribution, MLE is same as
least square estimation. So the maximum likelihood estimate of scattering coefficients is same as LSĉ in Eqn.
(5). Least square and maximum likelihood estimator are suitable for over determined systems, i.e. in cases
where the sensor measurements can give adequate information about the scattering coefficients. That is the
case, Q<M in Eqn. (3). Acoustical imaging usually deals with underdetermined systems and for such systems
the matrix UHU becomes ill-conditioned. In such cases, least norm (Minimum norm) estimator guarantees
a solution and it is the most preferred for underdetermined systems [1,2].

Least norm estimator minimizes L2 norm of the coefficient vector  c subject to y = Uc . Solution is
obtained by Lagrange multiplier technique, which is given by

H H +
LNĉ  = U (UU ) y (6)

where (.)+ is the Moore-Penrose pseudo inverse.
If prior information about the scattering coefficients is available in terms of a probability distribution,

then Bayes estimator would be a good choice. This prior information is combined with the likelihood function
to get a posterior distribution for the unknown parameter, from which the Bayes estimate is obtained by
taking the mean of the posterior distribution, which minimizes the Bayes risk under squared error loss. If
the measurement noise follow complex Gaussian distribution and the conditional prior density of the
unknown coefficient vector c follows N(0, kcI), then the estimate can be obtained from the posterior density
as [8,9,10,11].

H + H
BE cĉ  = (U U + k I) U y (7)

The term kcI is the scattering covariance matrix. From Eqn. (7), we can see that the term kcI in the Bayes
estimator resolves the ill-conditioning problem of MLE[8,9]. Choice of a suitable prior is a practical problem
in Bayes estimation.

When noise exists in the sensor data, instead of using Eqn. (6), the criteria used is, minimize L2 norm of
the coefficient vector c subject to  2y – Uc <  where     is a positive constant[9]. The solution under this
criterion is,
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H H +
RLNĉ  = U (UU  + I)  y (8)

The above solution is known as L2 Regularized Minimum Norm (LRMN) solution and  is the
regularization parameter which needs to be tuned for sensor data. This solution is expected to be less
affected by the noise in the sensor data.

Estimators discussed above are computationally expensive due to the matrix inversion. One simple
solution to imaging problem is popularly known as beamforming approach; it avoids finding the matrix
inversion and is given by[1,2,13].

H
BFĉ  = U y (9)

From these studies, we can see that least norm, Bayes and Beamforming approaches are appropriate
for solving underdetermined systems of equations. Estimators in Eqns. (5-9) can be viewed as a linear
transformation of the vector y  and the transformation matrix differs for different estimators. This matrix
can be pre-computed for each steering direction of a given sensor array configuration in the desired range
of frequency bins. This offers a great advantage for practical implementation as the pre-computed
transformation matrix can be stored for further operations, thereby reducing the computational delay
involved in the image formation.

Implementation of the above estimation techniques in an imaging Sonar are carried out using the
following steps.

i. The signal received by the sensor array should be arranged into blocks of data with overlap between
the blocks. This overlap is chosen so that it matches with the maximum delay.

ii. Discrete Fourier Transform (DFT) is carried out for this block of data and data samples falling in
the desired range of frequency bins are selected to form the vector y in Eqn. (4). The number of
samples in DFT must ensure that the time bandwidth product is very much less than one.

iii. Steering matrix U in Eq. (4) and corresponding transformation matrices in Eqns. (6-9) can be pre-
computed for estimating the unknown scattering coefficients.

iv. Inverse DFT is carried out and exactly overlapping samples are discarded from the start of each
block to form the beam output in time domain.

v. The technique of scan conversion is used to form the final display[14].

Performance analysis of the above algorithms is discussed in Section 4.

4. INVERSION METHOD

In order to validate the performance of the image formation algorithms discussed in Section 3, we conducted
simulation study and also imaging experiments in the in house acoustic tank facility at NPOL. MATLAB is
used for the simulation studies and processing of experimental data[15]. Array and waveform parameters
used for the studies are shown in Table 1.

Table 1. Array and waveform parameters

Parameters Values

Number of elements 32

Waveform LFM

Centre Frequency (fc) 150 kHz

Bandwidth (BW) 50 kHz

Pulse Length 0.2 ms

PRI 6 ms

Sampling Frequency (Fs) 2 MHz

Imaging Object Range 1 m
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The test image considered for the simulation study consists of four lines in different bearing and extended
in range cells as shown in Fig. 2(a). This test image is chosen for the simulation study as it is similar to the
square mesh structure used for experiment. Inverse beamforming approach is used to simulate the frequency
domain sensor signal from the image for a given imaging geometry. Zero mean complex Gaussian noise is
added to the sensor data to simulate the measured signal. The noise variance is computed for different
SNR. To study the performance of the reconstruction techniques, Mean Square Error (MSE) and Structural
Similarity Index Measure (SSIM) are considered. Reconstructed images obtained under different estimation
schemes and the test image is used for computing MSE and SSIM. From the simulation study it is seen that
the Beamformer, Bayes estimator and LRMN perform equally well under different SNR.

The computed values of MSE and SSIM are not significantly different for these three techniques up to
4 decimal places. The corresponding values of MSE and SSIM are respectively 0.0033 and 0.9768 for 10dB
SNR. The parameter kc and   and are taken as 1 in the present study. Performance of least norm estimator
is very poor in low SNR cases. At 10 dB SNR, MSE and SSIM are respectively 27.03 and -0.001 for least
norm estimator. It indicates that the least norm estimators are very sensitive to noise.

A circular object shown in Fig. 2(b) and a 16 square mesh shown in Fig. 2(c) are used as imaging objects
for tank experiment. The object is placed in a slanting position at 1m away from an array so that it lies in the
vertical and horizontal beam of the array. Images obtained from different processing schemes discussed
above are shown in Figs. 3 and 4. From the visual identification we can see that all the algorithms performed
well in the experimental data but the conventional beamforming algorithm also perform equally well with
minimum computational cost compared to other algorithms.

Fig. 2. (a) The reference Image used for Simulation (b) & (c) Objects used for imaging Experiment
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Fig. 3. Image of the circular object obtained using (a) Farfield beamforming (b) Least Norm estimation
(c) Bayes estimation (kc=1) (d) Regularized Least Norm estimation (=1)

Fig. 4. Image of the mesh obtained using (a) Farfield beamforming (b) Least Norm estimation
(c) Bayes estimation (kc=1) (d) Regularized Least Norm estimation (=1)

5. CONCLUSIONS
In this paper we surveyed various acoustical image formation algorithms which can be used for practical
systems.  Performances of these techniques are evaluated using simulation setup and also the signals collected
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from controlled experiments. Conventional beamforming algorithm is computationally efficient among
other algorithms under study and also it performs equally well with LRMN and Bayes estimators. Least
Norm estimator is not a suitable candidate for image formation under low SNR cases. Sensitivity analysis
of the regularization parameter in LRMN and scattering covariance matrix in Bayes estimator are not
discussed in this paper. This can be studied along with sparse image reconstruction techniques[7,16] in
future studies.
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ABSTRACT

Experimental methods developed for low-frequency receiving sensitivity measurement of
underwater transducers in a small acoustic tank with real-time signal processing techniques are
described in this paper. Low-frequency transducer measurement is not possible using conventional
tone burst signals due to merging of reflection from the tank boundaries with direct signal from the
transmitter. Short time broadband or transient signals are two good solutions to avoid these merging.
High ambient noise and low signal level are the major constraints in the transient signal analysis of
low-frequency underwater measurement where Signal to Noise Ratio (SNR) is very critical.
Coherence between signals improves SNR. Different methods adopted to improve coherence are
presented in this paper.

1. INTRODUCTION

Low-frequency measurements less than 4000 Hz can't be conducted using conventional tone-burst method
in small tanks due to tank dimensional limitations and low-frequency projector (Transmitter) requirement.
Alternate methods for low-frequency measurements with real-time signal processing technique are
developed, which significantly reduce human effort and measurement time compared to conventional
measurement techniques. Low-frequency signals usually merge with reflections from the tank boundaries
due to small tank dimension compare with the wavelength under considerations. Short time, broadband
signal (Transient Signal) is a good solution to avoid merging of these signals1. High ambient noise and low
signal level are the major constraints in the transient signal analysis of low-frequency underwater
measurements. Signal to Noise Ratio (SNR) can be improved by improving the coherence between signals.
The present method improves the coherence between test and standard hydrophones within the limitations
of the tank dimensions and available projectors. Also, real-time signal processing techniques in Lab-view
are used for data acquisition, processing and display to reduce human effort and measurement time.

2. SIGNAL MODEL

Two experimental setups are described in this paper for low-frequency underwater sensor evaluation in
a small tank of dimension 4m × 3m × 3m.  The first setup is for the measurement at frequencies 100 Hz
and above, and the second setup is for the measurement of ultra-low frequencies from 10 Hz to
100 Hz[2-4,7,8].

© 2018 Acoustical Society of India
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3. SETUP 1:   MEASUREMENTS AT FREQUENCIES > 100 HZ

3.1 Measurement procedure
Receiving sensitivity measurement set up is shown in Figure 1. The projector is positioned at the centre of
the tank at a depth of 1.5 m. Test and standard hydrophone are positioned at the same depth on either side
of the projector using platforms A and B. Distance between the projector and the hydrophones are 1 m after
considering the far field criteria D2/, where D is the maximum dimension of the transducer used. This
setup also minimizes the effect of reflections from the tank boundaries[5].

Fig. 1. Receiving Sensitivity measurement setup in the small acoustic tank

Instruments used for measurement are:
1. Standard hydrophone : B&K 8105
2. Test hydrophones : NPOL hydrophone and B&K
3. Transmitter : TR 25 MASSA
4. Signal generator : Agilent 33522A or NI PXI
5. Power amplifier : Instruments Inc. L-6
6. DAQ : Agilent DSA 35670A or NI PXI
7. Data analysis : DSA Analyzer or LabVIEW

Signals generated by the signal generator are first amplified by a power amplifier and transmitted
through the projector. Standard and test hydrophones are placed on either side of the projector. The signals
received from the standard and test hydrophones are then fed to a preamplifier for signal conditioning,
mainly filtering and signal amplification. Amplified signals from the preamplifier are then simultaneously
monitored using a DAQ system by applying same window settings for both test and standard hydrophone
signals. The frequency response function and coherence between test and standard signals are measured
by setting proper signal processing parameters. Window length is applied in such a way that reflections do
not appear inside the window selected and the coherence is 1 for frequencies greater than 100 Hz.  The
receiving sensitivity (RS), is calculated using the relation

RS (dB) = 20 log [(Vtst/Vstd)(dtst/dstd) M0] (1)
Where Vtst and Vstd are the voltages generated by test and std. hydrophones, respectively, dtst and dstd are
the distance of test hydrophone and std. hydrophone with projector respectively and M0 is the sensitivity
of standard hydrophone[5].
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4. MAJOR CONSTRAINTS AND ITS SOLUTIONS FOR LOW-FREQUENCY
MEASUREMENT > 100 HZ

Merging of reflection and direct signal and poor SNR are the major constraints of low-frequency receiving
sensitivity measurement above 100 Hz. Some means to handle these constraints are given in Table 1.

Table 1. Low-frequency measurement constraints and its optimization

Constraints Solutions

Merging of reflection with the direct signal 1. Short time signals with broadband characteristics. eg. short

time LFM or half sine signals

Low Signal to Noise Ratio (SNR) due to high 1. Simultaneous acquisition of standard and test hydrophone

ambient noise and low signal level signals and positioning of these hydrophones in the tank,

satisfying far filed criteria.

2. Increase transmission level by using a proper projector and

maximum possible amplitude level without any distortion.

3. Use low noise DAQ. A system with good MDL (Minimum

Detection Level).

4. Use signal processing techniques to improve signal quality

by applying filters, windows and averaging.

5. CONSTRAINTS 1: MERGING OF REFLECTION WITH THE DIRECT SIGNAL

Conventional measurement methods use tone burst signals for underwater transducer evaluation. Tone
burst signal is a single frequency pulse, generated using sinusoidal waveforms having a fixed amplitude
and pulse length. Typical tone burst signal from a transducer is shown in Figure 4.

A tone burst signals have three important regions; (1) build-up phase, (2) steady-state phase and
(3) decay (Ringing) phase (See figure 4). Initial cycles of a transducer signal may not be having constant
amplitude and phase. The amplitude will slowly build up and reach a steady state value; this region is
known as build-up phase. The steady-state region is a region where the signal follows pure sinusoidal
function. Amplitude and phase will be constant in this region and can be used for measuring signal
parameters. Transducer signal will not stop suddenly even if we stop the input signal to the transducer. It
rings for a few cycles and slowly decays and stops. This region is known as the ringing region or decay
phase.

Long wavelength, low-frequency signals will cover the entire tank dimension within its 2-3 initial
cycles (build-up phase), and start reflects back from the water surface or tank boundaries. Low-frequency
signals, especially less than 4 kHz, these reflections will merge with the direct signal, before its achieving
steady state phase. And it is not possible to calculate signal parameters without getting a steady-state
region. Therefore, the low-frequency measurement using tone burst signals is limited by tank dimension.
Experimental demonstration of signal merging is given in Figures 2 & 3.

Broadband signal: Broadband signals contain multiple frequency components in its frequency domain
data, for example, impulse signals and LFM signals. Figure 4 shows the frequency domain data of tone
burst signal and a broadband half sine signal (Impulse). Half sine signals contain frequency components
from 0- 3f0, where f0 is the fundamental frequency used for half sine generation.

Short pulse and broad frequency spectrum are the advantages of half sine signal. Because of its short
length, merging of reflection and the direct signal can be easily avoided, as shown in Figure 5. Similarly,
LFM signal also contains many frequency components in the frequency domain. Pulse length can also be
controlled such that the direct signal can be well separated from the reflected signal. Typical LFM signal
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Fig. 2. Six cycles of 9 kHz signal

Fig. 3. Six cycles of 3 kHz signal

Fig. 4. Signals and its frequency domain data
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Fig. 5. Four kHz half Sine signal and its FFT

Fig. 6. LFM Signal and half Sine signal

Fig. 7. FFT of LFM and half Sine Signal
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and its frequency components are given in Figures 6 & 7. The advantage of LFM signal is that its amplitude
values of the frequency components are much higher than that of half sine signal. Therefore, SNR will be
slightly improved in LFM signal compared to half sine method.

The broadband signal also helps to calculate receiving sensitivity at different frequencies in a single
pulse. Using instrument controlled LabVIEW programs, these signals can be acquired and process in real
time. This will also reduce the measurement time considerably compared to single frequency (tone burst)
sweeping technique [6,11].

6. CONSTRAINT 2 : LOW SNR DUE TO HIGH AMBIENT NOISE AND LOW
SIGNAL LEVEL

Coherence is a measure of the degree of linear dependency of two signals at all frequency components. If
two signals correspond to each other perfectly at a given frequency, the magnitude of coherence is 1. If they
are totally unrelated coherence will be 0. SNR and coherence are related by the Eqn. (2)[7].

SNR= Coherence / (1-Coherence) (2)
Therefore, improving the coherence will improve the SNR. High levels of low-frequency ambient noise

will alter the linear dependency of signals from standard and test hydrophone. Therefore, the coherence
will be poor especially in low-frequency region.

Simultaneous acquisition of standard and test hydrophone signals will improve the correlation between
signals. Thus the coherence also will improve between signals. The positioning of these hydrophones in the
tank on either side of the projector at the same depth, satisfying far filed criteria (D2/), plays a key role to
improve coherence between test and standard hydrophone signals.

SNR also improves with the amplitude level of the transmitted signal. Transmission level depends on
the TVR value of the projector. TVR values decrease by 12 dB /octave at frequencies below the fundamental
resonance.  Therefore, it is necessary to use a projector which resonates at low-frequency in order to improve
SNR. Size of the transducer increases significantly for achieving resonance at very low frequencies. This
will increase the far field distance. Though the size of the transducer and the transmission level are to be
optimized.

The received signal can be acquired by a data acquisition system using instrument control LabView
programs[6,11]. The amplitude of low-frequency components in the received signal will normally be very
low and comparable with the ambient noise level. Therefore, the noise floor of the data acquisition system
and capability of minimum detection level are important for achieving meaningful SNR. Minimum detection
level of the instrument is dependent upon the bit resolution and input range of the instrument. The minimum
measurable voltage level of the instrument can be calculated by the equation,

Minimum detection level (MDL) = Input Voltage Range/(2Bit resolution –1) (3)
SNR of the acquired data can be improved using different signal processing techniques. Some of the

important signal processing techniques are (1) Averaging, (2) Filtering, (3) Windowing, (4) Zero padding
and (5) FFT analysis.
Averaging in the time domain will reduce random noises and improve the signal to noise ratio. This also
provides information about standard deviation and means value, which is useful in error calculation, while
displaying results. Filters are used for eliminating unwanted frequency components from the measured
data, which also improves SNR considerably. Windowing is an essential part of signal processing technique
to avoid spectral leakages. Common windows which are used for measurements are rectangular, hanning,
hamming, flat top etc. Every window has its own side lob level and main lob width. Generally, main lobe
width and side lobe levels are inversely connected with each other. Therefore, selection of windows is a
compromise between side lobe level and main lobe width.  In our experiments, we have selected rectangular
window for avoiding reflection and used zero padding of the data for better frequency resolution in FFT
analysis. Basic flowchart of low-frequency measurement is given in Figure 8.
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7. VALIDATION OF MEASUREMENTS
This method is validated by comparing receiving sensitivity value of present method and the calibrated
result of a NABL accredited Laboratory. A comparison of the results is shown in Figure 9. The results are in
good agreement with each other, indicating the validity of the present method. Bruel & Kaejr (B&K) reference
hydrophones are evaluated using the present method and the results are compared with the calibrated
values of Original Equipment Manufacturer (OEM), evaluated at National Physical Laboratory (NPL),
London. The details of comparison are given in Table 2. Maximum discrepancy observed is 0.7 dB within
the frequency range of 100-4000 Hz.

Fig. 8. Flowchart of Setup 1

Fig. 9. Comparison of results obtained in the present method with that measured at NABL accredited Lab
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Table 2. Comparison of RS measurement using the present method with the OEM calibration chart.

Hydrophone model RS (dB)

and Serial No.

Present method OEM calibration chart

1 kHz 4 kHz 1 kHz 4 kHz

B&K 8100 -205.7 -205.7 -205.0 -205.0

B&K 8104_1 -206.9 -206.4 -207.6 -207.6

B&K 8105 -207.6 -207.4 -207.7 -207.7

B&K 8104_2 -208.8 -208.1 -208.3 -208.3

B&K 8105 -206.6 -206.6 -206.8 -206.8

8. UNCERTAINTY ANALYSIS
Type A and Type B uncertainties are calculated from the potential sources of uncertainty in the measurement
procedure. Which are, reproducibility of the transducer positions, signal to noise variations between
measurement sets, amplitude resolution of ADC, preamplifier and uncertainty exist in the calibration of
the reference hydrophone. Type A uncertainty was calculated from nineteen independent measurement
results.  Type B uncertainty was calculated from the calibration chart of the hydrophone, and the instruments
used. Expanded uncertainty was calculated by combining Type A and Type B uncertainty in quadrature
with a coverage factor of 2 (95% confidence level) is +/- 1.3 dB[8-10].

9. SETUP 2 LOW-FREQUENCY MEASUREMENTS 10-100 HZ
Low-frequency measurement 10-100 Hz is not possible using setup 1 due to very high ambient noise and
very low transmitted signal in the desired frequency range. An effective way of utilizing this high ambient
noise for the evaluation of hydrophone is discussed here. Coherence between standard and test hydrophone
can be improved by adopting good noise correlation techniques.

9.1 Measurement procedure
Test hydrophone and standard hydrophone are
lowered side by side at a depth of 1.5 m from the
water level in the middle of the acoustic tank. The
experimental setup used for this measurement is
shown in Figure 10.

Instruments used for the measurement are
same as setup1. High-level ambient noise is used
as the signal for evaluating the standard and test
hydrophones (see Figure 11). The signals received
from the standard and test hydrophones are feed
to a preamplifier for signal conditioning, mainly
filtering and signal amplification. Amplified signals
from the preamplifier are then simultaneously
monitored using a DAQ system by applying same
window settings for both test and standard
hydrophone signals. The frequency response function and coherence between test and standard signal are
measured by setting proper signal processing parameters. It is ensured that the coherence between 10-100
Hz is greater than 0.9 so that signal correlation between standard and test hydrophone is high. The receiving
sensitivity is calculated using, the relation,

Fig. 10. Receiving Sensitivity measurement setup for
10-100 Hz in the small acoustic tank
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Fig. 11. Ambient noise level in the small acoustic tank

RS (dB)= 20 log [(Vtst/Vstd)  M0] (4)
where Vtst & Vstd are the voltages generated by test and std. transducer respectively and M 0 is standard
hydrophone sensitivity value.

10. MAJOR CONSTRAINTS AND SOLUTIONS
Standard and test hydrophones need to experience the same pressure field for comparative calibration of
hydrophones. Getting good correlation between standard and test hydrophone and detecting this very low
amplitude signals by a data acquisition system with sufficient amplitude resolution are the major constraints
in low-frequency measurement from 10 Hz to 100 Hz. The details are given in Table 3. The basic flow chart
of this measurement procedure is given in Figure 12.

Table 3. Low-frequency measurement constraints and its optimization.

Constraints Solutions

Correlation between std. test hydrophones 1. Noise correlation can be increased between standard and test

hydrophones by placing them side by side in the middle of

the acoustic tank

SNR improvement 1. The noise floor of the Data acquisition system required to be

minimal as compared to the ambient noise level. Typical

ambient noise level is given in Figure 11.

2. MDL of the data acquisition system is very critical to detect

the low ambient noise level. Need to choose instrument range

and bit resolution accordingly so that the MDL of the

instrument is minimal.

3. Averaging is required to be very high, of the order of hundreds

so that the uncorrelated noise components are minimized.

4. Filtering of High-frequency components also improves the

SNR

Frequency resolution 1. Frequency resolution needs to be very high for low-frequency

measurement. Therefore, the memory capacity of the

instrument is required to be high, so that it can record the data

for a long time.
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11. VALIDATION OF MEASUREMENTS
Receiving sensitivity of test hydrophone measured using current technology is given in Figure 13. Coherence,
nearly equal to unity is a good indication of high SNR. The measured value of test hydrophone gives good
agreement with OEM calibrated sensitivity.

Fig. 12. Flowchart of Low-frequency measurement from 10 Hz to 100Hz

Fig. 13. Receiving Sensitivity and coherence

12. UNCERTAINTY ANALYSIS
Type A and Type B uncertainties are calculated from repeated measurements, calibration chart of standard
hydrophone and instrument data sheets. Expanded uncertainty with coverage factor 2 is +/-  1.2 dB[8-10].

13. SUMMARY
Two measurement methods for low-frequency receiving sensitivity in a small acoustic tank are presented
in this paper. First one is for the low-frequency measurement at frequencies higher than 100 Hz. The second
method is for the frequency band of 10 Hz -100 Hz. Poor SNR is the critical constraint in both the measurement
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methods. In the first method is improved by improving the coherence between standard and test
hydrophones using simultaneous acquisition and other signal processing techniques. The second method
uses high ambient noise as a signal and evaluates the hydrophone using noise correlation technique. The
noise floor of the data acquisition system and proper positioning of the hydrophones are critical for
controlling the SNR in the second method. Minimum detection level of the data acquisition system is very
much important in both methods especially in 10 Hz to 100 Hz measurement. Both the methods are validated
by comparing the results with calibrated values.
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ABSTRACT

In this paper, the problem of direction of arrival estimation of unknown sources in deep water
scenario, using a computationally efficient scheme of MVDR beam forming is investigated. The
scheme is based on MVDR, a popular spatial filtering technique in array processing, which provides
better resolution of targets, yet is computationally intensive, especially in the case of larger arrays.
The target data as received by a circular array of acoustic sensors is simulated and adaptive beam
forming is achieved using an efficient scheme, where the correlation matrix formation is optimized
leading to high computational and memory gains. This algorithm is realized in an Intel i7 based
board achieving real time performance with a single board, while catering to high input data rates.

1. INTRODUCTION

Estimating the direction-of-arrival (DOA) of propagating waves is an active research area in undersea
warfare and peacetime naval applications. Source localization of underwater targets is a difficult task due
to the complex and time varying dynamics of ocean medium. Multiple sensors distributed in space, spatially
samples the signal received from the source, is generally used for target detection.

Beam forming[1] is employed on the array output for the estimation of target bearing. MVDR is the optimum
beam former which gives narrow beam width and hence better discrimination even in the presence of
strong interferences when the signal to noise ratio is in general not very low. The beam former weights are
computed adaptively, which entails computation of the inverse of auto covariance matrix of the received
data. Hence this method is computationally intensive, especially in the broad band case, for large arrays,
due to the huge size of the matrix to be inverted. Memory and computational resources poses a challenge
in real time implementation. This work focuses on the realization of a computationally efficient MVDR
scheme. This method is suitable for deep water scenario, where the submarines generally operate,
predominantly in passive reception mode.

2. DATA MODELS

Passive Acoustic source localization is the process of finding location of acoustic sources from the direction

© 2018 Acoustical Society of India
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of arrival of noise produced by them. A circular array with element spacing /2, is used for spatial sampling
of the data, where  is the wavelength corresponding to the highest frequency of interest. The array
configuration is shown in Figure 1.

Fig. 1. Geometry of Circular array

Parameter Specification

Array geometry A uniform circular array with N sensors spaced

(N/360) degrees apart.

Number of sensors to be used for forming a single beam M sensors ( M  N/3)

Radius of the array R meters

Sampling frequency fs

The delay in arrival of the plane wave is:
Delay (n) = R (1- cos(n*))/c; n= 1 to M/2 (1)

Where, n is the sensor no. which is assumed an even number
R = radius of the array;
 : Angle subtended between adjacent sensors
c = speed of sound in water

The delays will be symmetric on either side of the centre. The compensating delays to add the signals in
phase are obtained by subtracting the maximum of the actual delays from the individual delays at the
respective sensors.

The received signal at the sensor array at time t can be expressed as an N × 1 vector f(t) of the form [2]
( )  ( )  ( )f t A t w t  (2)

Where A, (x), w(t) are given by

1 2 = [ ( ) ( ) ..... ( )]jA a a a   (3)

a(j) is the steering vector corresponding to the source direction j.
1 –1

j( ) = [1, ,..., ]i i M Ta e e  (4)

Where i is the propagation delay and  is the angular frequency of the source signal.

1 2( )  [ ( ),  ( ),  ...,  ( )]jt t t t    (5)
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where j(t) is the slowly varying complex amplitude of the signal from the jth source at time t, modelled as
jointly stationary and uncorrelated circular complex narrowband Gaussian random processes with mean

zero and variance, 22
 = ( )jE t

j
 

 
  

.

1 2( )  [ ( ),  ( ),  ...,  ( )]kw t w t w t w t (6)

Where w1(t), w2(t), ..., wk(t) are noise corresponding to the sea state 4 of the wenz curve2 shown in Figure 2.

The deep sea noise is mainly caused by natural sources, such as surface noise, molecular motion, storms,
seismic activity etc. and also artificial manmade sources such as distance shipping, turbulence etc. The
average representative ambient noise spectra[2] for different conditions are shown in Figure 2 for different
conditions of shipping and wind speeds[2].

Fig. 2. Ambient noise spectrum in deep sea adapted2

The spatial correlation matrix of the array data vector ( )  N Nf t C   is defined as3

[ ( ) ( )]H
NR E f t f t (7)

In practical calculations, for finite data conditions, the correlation matrix can be estimated as follows

1ˆ ( ) ( )
1

H
N

L
R f t f t

tL



 (8)

Where L is the number of snapshots.

3. SIMULATION AND IMPLEMENTATION OF MVDR ALGORITHM

3.1 MVDR algorithm for broadband signals
H beams are formed to cover the full panoramic range. MVDR is an adaptive beam former where the
weights are adapted to changes in acoustic field, thus improving the detection performance in deep ocean
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scenario. It is the optimum beam former which gives narrow beam width and hence better discrimination.
The beam former weights are computed adaptively with a constraint of keeping the output power in a
given direction to be unity while the power output in all other directions are minimized[3]. Weight
computation is done for all the bins in the frequency bandwidth of B Hz. The beam power is computed for
all bins and summed to find the beam power in one bearing.

The M sensors corresponding to an arc of 120 deg are combined to form a beam. The time series from
the sensors are converted into frequency domain using FFT. The FFT length is decided by narrow band
approximation criteria3. The cross-spectral density matrix (CSM), Rk corresponding to each frequency bin
is computed in the frequency band of interest. The inverse of the CSM, Rk,–1 is used to compute the MVDR
weights using (9).

The MVDR weight is computed[4] as :
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where - the steering direction, k - frequency bin, Sk(), the steering vector

    
0: -1

,  j i
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  is the time delay vector for the ith sensor

Rk- cross spectral density matrix of the array snapshot for kth frequency bin.

 H
k k kR E x x (10)

Fig. 3. Broadband frequency domain implementation of MVDR

MVDR is implementation requires two stages, in stage one we compute CSM and average it for
integration time T[5]. Post integration the CSM is pushed to second stage was CSM inverse is computed
and new MVDR weights are calculated.

4. RESULTS & DISCUSSIONS

4.1 Computational requirement for standard MVDR implementation

Let us take N sensor circular array, where M sensors are combined for beam forming; there will be N
sectors each consisting of M sensor with M-1 sensors overlapped. Each sector and frequency bin combination
will require one CSM matrix. There will be NxK matrices of size MxM. The cross spectral density matrix
will be integrated over time for every snap shot. For a broadband beam former, this is to be done for all the
frequency bins. Though matrix inversion is highly computationally demanding function, in this case the
major computational and memory requirements comes from the formation of CSM Ravg, because it needs to
be computed for every snapshot[6].
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Let us take a circular array with following specifications
N 100
M 33
K 128
FFT size 256
T 1 sec
Snapshot 50 per sec
fs 12800 Hz

Function Computational load Memory requirement

Ravg 33 x 33 x 100 x 128 x 50 =  697 Mflops 33 x 33 x 100 x 128 x 2 =27MB
Ravg

–1 33 x 33 x 33 x 100 x 128 = 457 Mflops 33 x 33 x 100 x 128= 14MB

4.2 Computationally efficient implementation

In the MVDR implementation for N sectors, there are M-1 sensor overlaps across sectors. So instead of
creating M x M CSM for N sectors, we create one N x N CSM for the entire array. Averaging across snapshots
is done using this full matrix.  Before computing inverse, we will extract N no. of M x M matrices from the
bigger N x N matrix.

Function Computational load Memory requirement

Ravg(modified) 100 x 100 x 128 x 50 =  64 Mflops 100 x 100 x 128 x 2 =2.5MB
Ravg

–1 33 x 33 x 33 x 100 x 128 = 457 Mflops 33 x 33 x 100 x 128 = 14MB

There is about 56% reduction in computation and 59% reduction in memory requirements owing to this
new scheme.

4.3 Implementation in hardware

A real time MVDR beam former for massive cylindrical array was implemented in a single COTs board
based on Intel i7. The noisy data simulated for array hydrophone signals were converted to Digital format
and broadcasted over Ethernet network. The application running in Intel i7 based board receive data over
Gigabit Ethernet and compute the MVDR output for under water target detection and bearing estimation.
The MVDR processing program is written in C and optimized using Intel's IPP and MKL libraries. This
program is split in three parallel threads, all working simultaneously. The result corresponding to direction
of arrival estimation of two targets at 40 & 47 deg in azimuth, for sea state 4, is shown in Figure 4. For data
rates of 800Mbps, new data is coming as a burst every 8 m/s. It takes 3ms for R matrix computation and 1.2
ms for beamforming.

Processing Platform Intel i7 based SBC
Operating System Ubuntu 16.04 64bit
Programing Language C
Integrated Development Environment Eclipse Mars 2
Intel Libraries MKL, IPP
Compiler Intel C / GCC
Threads P thread
Communication protocol UDP Socket



A computationally efficient implementation of adaptive beam forming in deep ocean scenario using circular array

The Journal of Acoustical Society of India 101

Fig. 4. Estimated DOAs using MVDR beam former for targets at 40° & 47°

5. CONCLUSION
We examined the problem of direction of arrival estimation of unknown sources in deep water scenario,
using a computationally efficient scheme of adaptive beam forming. The scheme is based on MVDR, which
provides better resolution of targets, but is computationally intensive, especially in the case of larger arrays.
The target data as received by a circular array of acoustic sensors was simulated. The MVDR realization
scheme is improvised to bring in a large reduction in computational and memory requirements. The scheme
was realized and tested in Intel i7 based COTs board and real time performance was achieved. Demonstrated
the DOA estimation of two targets in deep water scenario using the method.
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ABSTRACT

Detection of target in underwater environment is a very challenging task due to reverberation and
fast fading nature of the channel. In this paper, a new detection technique viz. segmented replica
correlation using Fractional Fourier transform (FrFT) is introduced. We compare the results of
different detection techniques such as replica correlation using Fast Fourier Transform (FFT), replica
correlation using FrFT, Segmented replica correlation using FFT and Segmented replica correlation
using FrFT. These detection techniques were tested with both simulated data and real data. It has
been observed that RC using FrFT performs the best in an ideal channel and SRC using FrFT performs
the best in fast fading channel.

1. INTRODUCTION

In the simplest active sonar system, an acoustic pulse of short duration of the order of a few milliseconds is
transmitted. When the acoustic waves hit the target, a part of the total energy of the transmitted wave will
be reflected back as echo. The echo is then processed to get the parameters of the target like range, bearing
and Doppler of the target[3]. The transmitted signal can be a continuous wave (CW) or a linear frequency
modulated signal (LFM)[4]. The method of detection most commonly used in active sonar is matched
filtering[4]. The digital equivalent of this matched filtering is called replica correlation (RC)[5]. RC can be
implemented by using Fast Fourier transform (FFT) in order to reduce the computational complexity. This
type of detector is known as heterodyne correlator[4].

When the transmission channel is an ideal channel i.e. the signal is only affected by the Gaussian noise, RC
using FFT provides better detection. However, when the transmitted channel is not an ideal channel, then
signal fading occurs. In the case of fast fading channel, segmented RC gives better performance.

Non-stationary signals like LFM, have the same behavior as chirp signals. Hence, a transform with chirp as
basis can give better performance than FFT. Chirps are signals which exhibit a change in frequency with
time. Fractional Fourier transform (FrFT) is a time frequency method (TFM)[6]. So for non-stationary signals
we propose for RC using FrFT. In order to combat fading effects in non-stationary signals at lower SNR we
propose SRC using FrFT.

© 2018 Acoustical Society of India
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The following sections of this paper are described as follows. In section 2, an overview of the Fractional
Fourier transform is given. In section 3, the detection techniques discussed above are studied and analyzed.
These were evaluated in both ideal and fading channel for the synthetic data. A real echo data was also
analyzed by using these detection techniques. In section 4, results and discussions based on both synthetic
and real data is given. And in section 5, results are concluded.

2. OVERVIEW OF FRACTIONAL FOURIER TRANSFORM

FrFT is the generalization of ordinary Fourier transform. It is a time frequency distribution with an order
parameter . This order parameter  provides an additional degree of freedom to FrFT compared to classical
Fourier transform which results in improvement of performance with non-stationary signals. Choice of  =
1 results in classical Fourier transform and  = -1 results in inverse Fourier transform. All the properties of
FFT are merely special cases of properties of FrFT[7][9].
th order fractional Fourier transform of a function f(x) can be mathematically described as follows[9].

–
[ ( )] ( , ) ( )F f x B x x f x dx 





    (1)

2 2( , ) exp[ ( cot – 2 csc cot ] ( )B x x A i x xx x f x dx          (2)

1
2

sgn(sin )exp
4 2

sin

i i

A





  





(3)

Where, / 2 and 0 <  < 2  

Therefore, FrFT computation can be carried out in a sequence of steps. The equation consists of four parts:
a multiplication by a chirp in one domain followed by a Fourier transform, then multiplication by a chirp in
the transform domain and finally a complex scaling. Chirps therefore form the basis functions in this
transform. They appear as inclined lines in the T-F plane. So, FrFT can be used where chirp's signals are
involved. Ozaktas et al.[7] has introduced a discrete implementation of FrFT that computes FrFT in O
(Nlog(N)) with similar complexity as Cooley-Turkeys FFT. Hence FrFT can be done with no additional
cost.

3. DETECTION TECHNIQUES

3.1 Replica correlation using FFT
The digital equivalent of matched filter operation is known as Replica Correlation (RC). Here overlapping
segments of the received signal is cross correlated with time compressed replicas of the transmitted pulse
which are stored as references. The references are known as replicas and hence the name replica correlation.
The correlation points that correspond to maximum value are given to a threshold detector. The number of
computations involved in direct correlation method for wide band signals is large. Hence we go for FFT
based fast implementation technique using narrow band assumption proposed by Glisson et al.[4][5].
If s(n) is the received signal and rl*(n) is the time compressed replica of the transmitted, here * represents
complex conjugate. Then the operation of RC can be mathematically stated as follows[6].

–1

0

1( , ) ( ) *( ) 0,1
N

l
k

Y p l s k p r k p
N 

   (4)

Replicas are stored in such a way that it covers the entire range of Doppler that a target can possess.
Here l denotes which replica and N is the length of replica. Length of each replica stored as the reference is
same as that of the transmitted pulse and moving lag window in (4) has the same length as that of replica.
p denotes the different time delays and can vary from zero to length of the received signal.
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The operation described in (4) can be done by N-point DFT as follows[5].
 ( , ) ( ) * ( ) 0,1 .... 1lY p l DFT s k p r k k N    (5)

The discrete Fourier transform (DFT) operation in (5) is done by using FFT for each window and the
maximum value in each window contributes the output of RC. Block diagram of RC is given in Figure 1.

Fig. 1. Block diagram of RC using FFT

The received signal usually has a center frequency which is several times higher than the bandwidth, i.e.,
the signal is a narrow band signal.  The signal is base-band converted by performing complex demodulation
followed by low pass filtering and decimation. Filtering operation removes all spectral components outside
the band of analysis[6]. These operations are done both on stored references and the received signal.

3.2 Segmented Replica correlation using FFT

Fast fading distortion can occur as a result of the nature of transmitted channel i.e., underwater environment.
The multiple propagation paths in the transmitted channel causes the coherence time of the channel to be
less than the pulse duration of the signal. Thus, the signal gets distorted and deteriorates RC performance.
Quan et al.[1] proposes a segmentation of the received signal before performing RC. This is technique is
termed segmented RC (SRC). SRC can be implemented by performing FFT on segments of the windowed
received signal. As in (5) the received signal s(n) is windowed and multiplied with conjugate of the replica
rl*(n) and then FFT is performed on the resultant by dividing it in to M segments. Let the sampling frequency
be fs and N = Tfs be the total number of samples in the replica. Then SRC is given as follows[6],[2].

–1
1

0 0

2( , ) ( / ) *( )

N
MM

l
k i

MY p l s p i kN M r i kNM
N

 
 

  

 

     (6)

SRC can be implemented using FFT for reducing computational complexity as follows
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Fig. 2. Block diagram of RC using FrFT
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3.3 Replica correlation using FrFT

Further improvement in detection performance in lower SNR can be achieved if we make use of FrFT
instead of FFT in RC implementation. The basis function of FrFT are chirps[7]. Hence FrFT is a better choice
when LFM signals are involved. The correlator receiver using FrFT in matched filtering is implemented as
shown is Figure 2. FrFT of overlapping received signal data blocks is multiplied with FrFT of the replica
signal. The peak of this process is then passed through the threshold detector to detect the target[3].

The optimum (opt ) used is pre-computed as follows, where  is the chirp rate of the transmitted signal
and is given by

 
2 *  

band width
pulse width
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Here N is the number of samples in the replica. RC using FrFT can be summarized as follows

 ( , ) [ ( )] [ * ( )]lopt optY p l F s k p F r k   (10)

where, 
optF  is the FrFT for optimum alpha and k = 0,1.... N-1 and p=0,1.....

3.4 Segmented Replica correlation using FrFT
If the channel used for transmission is not an ideal channel, then it may result in distortion of the transmitted
signal. Hence we propose segmentation in FrFT domain also. This may improve the detection performance
of LFM signals. Here, we compute the FrFT of segments of the windowed received signal and also the FrFT
of M subdivided segments of the replica and multiply these two and sum up over M segments. Then peak
value is taken. The above described SRC can be implemented by using FrFT as follows
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where, i = 0,1,.....(N/M)-1 and p = 0,1,2....

4. RESULTS AND DISCUSSION

4.1 Simulation Setup
Computer simulations are done in Matlab 2013. For generating simulated data, an LFM signal with pulse
width of 240 ms is created and Gaussian noise is added to it to bring the effect of ideal channel on the LFM
signal. The LFM signal under consideration has a center frequency of 2000 Hz, bandwidth of 300 Hz and
pulse width of 240 ms. A sampling frequency of 12000 Hz is assumed throughout the simulation. For
performing RC on the received signal five references were stored corresponding to the following relative
speeds of the target: 5 knots (kn), 10 kn, 0 kn, -5 kn and -10 kn. In order to simulate fading effect, the LFM
signal is passed through rician channel. The parameters of rician channel were varied in such a way that
there are three multi paths. Delays and attenuation for each path was also defined.

4.2 Results
In this paper we have considered two detection techniques, RC using FFT and RC using FrFT. These were
tested on the simulated data. The output of RC with the maximum peak gives the range and Doppler of the
target. The output of RC detectors for SNR= -10 dB using FFT and FrFT are shown in Figure 3. The output
of both the detection techniques are normalized and compared in terms of SNR.
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Fig. 3. RC Output

We can see from Figure 3 that there is a better detection of the order of 3 dB for RC using FrFT than RC
using FFT by looking at the noise levels. The performance of these two detection techniques was analyzed
using Receiver Operating Characteristic (ROC) curves. ROC curves probability of detection (Pd) versus
probability of false alarm (Pfa) plots of a detector. The area under these curves is a measure of the performance
of a detector[8].

Fig. 4. ROC curves
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ROC curves are shown in Figure 4 from which it is clear that the area under RC using FrFT is greater than
area under RC using FFT. Number of segments in SRC is taken in such a way that duration of each segment
is less than or equal channel coherence time[2][1]. The performance of each detection technique is shown in
Figure 5. SRC using FrFT performs better than all other detection techniques. This is evident from background
noise level. RC using FFT and RC using FrFT were also tested on field data and the result is as in Figure 6.

Fig. 5. Comparison of different detection techniques on fast fading

Fig. 6. Comparison of RC using FFT and RC using FRFFT on field echo



108 The Journal of Acoustical Society of India

Thasneem et al.

From Figure 6, it is clear that there is an improvement of 3 dB for RC using FrFT than RC using FFT. All
these detection techniques were evaluated on field data also. As shown in Figure 7, RC using FrFT performs
better than all other detection techniques.

Fig. 7. Comparison of different detection techniques on field data

5. CONCLUSION

In this paper, a novel detection technique which uses segmented RC along with FrFT is proposed. The
performance of various detection techniques was analysed. Better performance is observed when FrFT is
used to implemented RC and SRC instead of FFT. RC using FrFT provides 3 dB improvement in detection
compared to RC using FFT in ideal channel. And SRC using FrFT performs better than all other detectors in
fast fading channel. Fractional Fourier transform can be used as a basic tool for detection techniques in
active sonar in places where we use classical Fourier transform.
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