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EDITOR’S SPACE

How to Measure STC Ratings (ASTC Measurements)

When we are testing a noise issue between units in a multi-unit housing complex or between closed office
spaces, I often get the question "Can we just turn on some loud music in one room, and listen in the next
room?" Good question. Although this can help confirm that there is an issue with inadequate sound isolation,
it doesn't exactly give us enough information to help provide a solution.

To ascertain the level of sound isolation of an existing assembly, there are two approaches. If the original
drawings are available, we can look up the designed assembly and determine the intended sound isolation
by comparing the assembly to existing lab tested assemblies. These lab tested assemblies provide a single
number rating called the Sound Transmission Class (STC) which tells us how much sound the assembly is
supposed to block. The higher the STC rating is the better the sound isolation. Although the STC of the
designed assembly provides a good starting point for investigating the problem, existing buildings aren't
always constructed exactly as designed. Because of this, a field test will provide more accurate information
on how the assembly performs.

A field test provides the Apparent Sound Transmission Class (ASTC) which is typically 5-8 points lower
than the STC rating. Testing according to recognized standards is the best methodology to make sure that the
test is done in a repeatable and reliable way. This involves using an amplified speaker to produce broadband
noise in one room (source) according to specific internationally recognized standard, usually ASTM E336.
The sound level is then measured in the source room and the adjacent room (receiver). We then determine the
reverberation time in the receiver which allows us to calculate the sound absorption and along with the
source and receiver measurements, the resulting ASTC of the assembly. If the field tested assembly is
significantly lower than expected, we know that it wasn't constructed as designed. If the assembly tests as we
expect it, we know that the assembly wasn't designed to provide enough sound isolation for the current use
of the space. Regardless of the results, in an existing building, an ASTC test is a useful tool for diagnosing a
noise transmission issue between spaces.

At acoustics by design, we can help you measure or predict the STC rating of an assembly. Our engineers
want you to get it right from the beginning, so your building has the right amount of sound isolation.

Mahavir Singh



Operational Modal Analysis of a Tyre Using a PU Probe based Scanning Technique

Journal of Acoustical Society of India 3

Journal of Acoustical Society of India : Vol. 41, No. 1, 2014 (pp. 3-8)

Operational Modal Analysis of a Tyre Using a Pu
Probe Based Scanning Technique

E. Tijs1, B. Makwana2, O. Peksel1, S. Amarnath2, D. Bekke2 and Mahavir Singh3

1Microflown Technologies, Tivolilaan 205, 6824 BV, Arnhem, the Netherlands
2Apollo Tyres, Colosseum 2, 7521 PT, Enschede, the Netherlands

3CSIR-National Physical Laboratory, New Delhi
e-mail: tijs@microflown.com  or  mahavir@nplindia.org

[Received:12.04.2013; Revised: 28.12.2013; Accepted: 10.01.2014]

ABSTRACT

Tyre vibration can be studied with several experimental and simulation techniques. An important
goal for a tyre manufacturer is to "tune" the resonant frequency of the tyre sub-system to reduce
the structure-borne noise in the car interior. In this paper, a novel measurement technique is applied
to determine the operational tyre deflection shapes under different conditions; i.e. free condition,
loaded condition, and rolling condition. The vibrational behaviour of a tyre is studied using a PU
probe, which comprises a sound pressure and a particle velocity sensor, and a scanning technique.
The relative phase information is obtained using a static reference sensor. The experimental data
can be used to validate simulated mode-shapes and resonant frequencies.

1. INTRODUCTION

As road noise is of increasing concern in urban environments, the development of more silent tyres is pursued.
For these investigations it is necessary to characterize the noise radiated. During experimental investigations,
vibrations are measured often as they are the origin of sound radiated. Such studies can be rather involved
because rubber can behave non-linearly and there can be asymmetrical mode shapes. Moreover, vibration
patterns depend on the loading conditions and the way the tyre is excited. Excitation forces exists in normal,
lateral, and in front direction, which causes vibrations in axial or in radial direction, see figure 1.

Several methods exist to measure vibrations. For example, accelerometers can measure in three directions.
However, they have to be attached to the surface, which can alter the stiffness and damping of the tyre, and
tests with rolling tyres are impossible. Alternatively, vibrations can be measured contact free with Laser
Doppler Vibrometers. Disadvantages of this approach are that often the tyre needs to be painted and
complicated set ups with mirrors are required to measure difficult to reach areas. For the investigations
described in this paper, the usage of another non contact method that involves particle velocity sensors is
investigated.

In the very near field, the normal component of the structural velocity is similar to the normal particle
velocity [4]. Therefore, particle velocity sensors can be used to measure structural vibrations in the vicinity
of objects. Such vibration tests have a high signal-to-noise ratio because [5]:

• particle velocity levels, due to the vibration of the surface itself, are high due to near field effects.
• particle velocity levels, due to background noise, usually are low because many objects have a high

impedance. The incoming and reflected sound waves are nearly equal of strength but opposite in
phase, thus they interfere destructively.

© 2014 Acoustical Society of India
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• Particle velocity sensors are directional, and can be pointed towards the vibrating surface.

Very near field assumptions apply if two conditions are met; i.e. distance h to the surface should be
much smaller its typical size L, and wavelength λ should be much larger than the size of the vibrating
surface L: 2 h Lπ λ⋅ << << ;   [4-5]. In this paper, this particle velocity sensor based method is used for three
vibration tests:

• a test in unloaded, free conditions,

• a test in loaded conditions where a non rotating tyre is pressed against a flat surface,

• a test in loaded conditions on a roller bench.

In the next chapters, these tests are described, and the results are presented and analyzed. During the
first two tests, a shaker is used to excite the tyre in normal, lateral, or in front direction. The excitation during
the latter test on the roller bench closely resembles the real conditions on the road.

Usually, vibration measurements require many measurement points. Here, a method called Scan &
Paint is used to map sound fields quickly and with high resolution [6 7]. It involves a probe that is swept
across a surface while a video of the measurement setup is captured. The probe position is obtained from the
video with dedicated software. The tracking procedure is automated, which speeds up the post-process
procedure.

2. TYRE MEASUREMENTS UNDER FREE CONDITIONS

In the first test, the operational deflection shape is measured of a tyre in unloaded conditions. The tyre is
suspended in elastics, and a stinger is glued to the surface and attached to a shaker that excites the tyre in
normal or in lateral direction. An accelerometer is used on a fixed position as phase reference during this
measurement. The tyre vibration is measured with a probe containing a particle velocity sensor that is swept
across the surface of the tyre. The position of the probe is determined by tracking a colour marker on the
probe with a video camera, which is positioned at a distance from the set up. The path of the probe during
the measurement is shown in figure 2 left.

There are many modes, and only a few of them are shown. Figure 2 and 3 show examples of the measured
operational deflection shapes (ODS) for several frequencies. The complexity of the modes increases with
frequency. The numbers of the colour scales have been removed for confidentiality reasons. Red areas are
surfaces with a high velocity level and a positive phase. Green areas indicate surfaces with low levels. Blue
areas indicate a high levels, but with a negative phase.

3. TYRE MEASUREMENTS UNDER LOADED CONDITIONS

In the second test, the axle of tyre is loaded. Again a stinger was used to excite the tyre in normal direction.
For lateral and front excitation the arrangement shown in figure 4 is used, which enables a similar excitation

Fig. 1. Possible excitation directions and vibration directions.
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as in reality. The shaker is connected to the tyre's supporting plate, which is suspended freely on bearing
balls. Vibration measurements were performed for all excitation directions with the same procedure as
described in the previous chapter.

Fig. 2. Side view. Left: Scanned path of the probe. Middle: ODS at 53 Hz. Right: ODS at 199 Hz.

Fig. 3. Operational deflection shapes for three views for 88 Hz (left) and three view for 281 Hz (right).

Fig. 4. Measurement arrangement to excite in lateral or front direction.

Only during some tests an additional vibration sensor was used as a phase reference, which allows
calculation of the operational deflection shapes. For the other measurements it was only possible to calculate
the velocity levels (only an absolute level, no sign). In addition, the load on the tyre could only be controlled
accurately on one of the two set ups used.

Figure 5 shows examples of vibration patterns captured with a 4000 N load and front excitation. The
absolute particle velocity levels are shown (no directional information). Red areas are surfaces with high
velocity levels, blue areas vibrate little. Figure 6 shows operational deflection shapes with normal excitation
and a load of approximately 3000 N. In this figure, blue areas do have a high velocity, but a negative phase.
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Red areas are surfaces with a high velocity level and positive phase, green areas vibrate little. In both figures
intricate mode shapes can be identified. Compared to the free suspension case, the shape and frequency of
the modes is altered due to the load applied.

Fig. 5.Velocity levels for a 4000 N load and front excitation. Left: 59 Hz. Middle: 94 Hz. Right: 211 Hz.

Fig. 6. ODS examples for a load of approximately 3000 N and normal excitation.

4. TYRE MEASUREMENTS UNDER ROLLING CONDITIONS

In the third test, the tyre was installed on a roller bench where the loading and excitation conditions are
similar to the real conditions on a car. As mentioned before, particle velocity probes are affected little by
background noise if they are placed in the vicinity of the test object. Consequently, no anechoic room is
required to perform the test. Compared to laser based tests, not only the vibration is measured, but also the
sound radiated. In [1] a procedure was described to calculate the sound pressure for different angles using
different transfer paths. Such an approach might be supplementary to, or even partly replace past by noise
tests. The advantage of roller bench tests are that conditions can be controlled well (temperature control, no
rain, and there is no influence of a test vehicle).

Airflows near a rolling tyre can affect the particle velocity sensor. In 2009, similar vibration tests were
performed [1]. However, at that time the development of wind caps was still in an early phase. Tests could
not be performed close to the tyre because the airflow was too high. Meanwhile, better wind caps have
become available. Here, a commercially available wind screen was used consisting of an open cell foam
covered by cloth and loose fibres. No sensor overloads were experienced with this wind cap, which allows
measurements near the tyre. A distance of ~50 mm was chosen between the centre of the particle velocity
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probe and the tyre to keep a safe distance from the rotating tyre because the wind cap already has a radius
of 30 mm. As the distance decreases, a higher spatial resolution is achieved and the influence of background
noise reduces. Measurements with two tyre types were performed at 45 km/h and 60 km/h. The tyre load
was 4000 N. An extension pole for the sensor was used for the safety of the test engineer, see figure 7.

Figure 8 and 9 show examples of vibration patterns measured. Red areas show high velocity levels, blue
areas show low levels. At most frequencies the sound radiated around the tyre pavement interface exceeds
the velocity levels of the side wall. However, for some modes the level of side wall vibrations of the tyre are
substantial, see e.g. figure 8 left and middle. Especially such frequencies are of interest when optimizing the
dynamic stiffness of the tyre.

Fig. 9. Measured vibration pattern for tyre 2 at 60 km/h. Left: 475 Hz. Middle: 530 Hz. Right: 750 Hz.

Fig. 8. Measured vibration pattern for tyre 1 at 45 km/h. Left: 80 Hz. Middle: 375 Hz. Right: 425 Hz.

Fig. 7. Tyre on the roller bench. The surface is scanned using an extension pole.
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The preliminary tests demonstrate the feasibility of measuring tyre vibrations on a roller bench without
overloading the particle velocity sensor. However, there are some recommendations for future measurements.
The maximum speed during these tests was 60 km/h, as this is the limit of the substrate mounted on the
rollers. Different substrates might be used to evaluate higher speeds. Further more, no cleat was used (i.e. a
strip mounted on the roll to impact the tyre). With such a cleat, the tyre would have been excited even more,
and the modes might have been visible more clearly. In addition, no additional sensor was used as phase
reference. With this sensor not only the velocity levels can be computed, but also the operational deflection
shapes.

5. CONCLUSIONS

A methodology to measure vibrations based on particle velocity sensors has been investigated. Advantages
of this method are that vibrations can be measured easily without touching the tyre. Three conditions have
been tested, i.e. a tyre in unloaded conditions, a tyre in loaded conditions, and a tyre on a roller bench.
Whereas test results of the first two conditions can provide useful information about the dynamic response
of the tyre and can be used to validate simulations, the roller bench test is a better representation of the
actual conditions. Compared to other investigations, tests could be performed close to the tyre because the
latest windscreen model has been used, which can cope with higher airflow speeds. For small distances to
the vibrating object, the influence of background noise is low and a high spatial resolution can be achieved.
No sensor overloads due to airflow were experienced, even though the tyre sensor distance was only 5 cm.

Intricate mode shapes could be identified in all test conditions. For some tests the velocity levels were
calculated. For others, also the operational defection shapes (velocity level times the sign of the phase) could
be calculated when an additional sensor was used as a phase reference.

In future investigations, more tyre types might be evaluated and results of different loading conditions
might be compared. On the roller bench, the maximum speed was only 60 km/h because this was the
maximum of the equipment installed at that time. Higher speeds might be tested in the future. Furthermore,
a cleat might be used to excite the tyre stronger, to increase vibration levels.
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ABSTRACT

Sonoporation appears as a promising alternative transfection technique. In order to control the
biological effectshowever, mechanisms linked to acoustic cavitation need to beclarified. In this
goal, a sonoporation device adapted for real-time microscope visualization and dedicated to
adherent cells was designed. A regulation process on inertial cavitation level was used to ensure
reproducible biologic effects,and a sonoporation rate of 19% has been obtained on adherent HT29
cells. Subsequently this device was used to investigate interactions between bubbles, cell and
medium flow.Macroscope observations show large spatial-scale vortices in the entire well. They
suggest an Eckart streaming that could enhance mixing of molecules within the entire well. A
microscope study on a lipid bilayer membrane placed at the bottom of the well attests the presence
of bubbles and shows some cracks and impacts generated by cavitation. Finally, another microscope
study with cells at the bottom of the well shows that acoustic cavitation generates cell detachment
and maybe brings molecules near the cell detachment zone.

1. INTRODUCTION

Ultrasound can enhance cell membrane permeability and create transient pores[1][2] : this phenomenon is
called sonoporation. It is a promising alternative transfection technique to transfer molecules or genetic
material into cells. It is generally admitted that acoustic cavitation, and especially inertial cavitation[3][4], is
the main mechanism involved in pore formation. Most sonoporation experiments are performed with
suspended cells[5][6] and therefore do not allow the visualization in the well during sonication. To get a
better understanding of physical phenomena acting between cells, bubbles and medium flow during
sonication, we designed a sonoporation device adapted for real-time microscope visualization and dedicated
to adherent cells sonoporation. Because of the stochastic behaviour of acoustic cavitation[5], especially for
acoustic intensities used for sonoporation, a regulation process on inertial cavitation level was implemented
in order to increase acoustic cavitation and biological effects reproducibility[7][8]. The first step of this work
is to validate oursonoporation device in terms of sonoporation rate and cell mortality. Indeed for the following

© 2014 Acoustical Society of India
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of the study, a significant sonoporation rate coupled to low cell mortality is necessary to ensure that the
device parameters are well adapted to sonoporation. To get information on sonoporation process in our
device three experiments are performed. First the macroscopic flow in the entire well is investigated to
understand how the molecules behave in the medium flow. Then, a lipid bilayer membrane (which
corresponds to a simple model of cell membrane) is placed at the bottom of the well to check if bubbles are
present at the bottom and if these bubbles are responsible for damages. Indeed, in a previous study[9],
microscopic defects have been observed on a lipid bilayer during sonication without checking the presence
of bubble near the lipid bilayer. Finally, cells are placed at the bottom of the well to get information on cell
detachment and sonoporation during sonication.

2. SONOPORATION DEVICE

Two plane piezoelectric transducers (Ferroperm PZ 26, frequency 426.5 kHz, dimensions 18 x 3 mm) are
placed face to face on two sides of a culture well (Labtek, 2 wells, dimensions 20 x 20 mm, volume 2 mL). The
transducers, electrically matched to 50 Ω, generate a continuous sinusoidal wave provided by a function
generator (HP 33120 A) successively amplified by a variable gain amplifier (AD 603) and a power amplifier
(24 V, 4.8 A, 50 MHz, Kalmus with an Alimentation (PS 3010, HQ Power)). The electrical power delivered by
the generator is ranged between 0 and 8W, which correspond to maximum acoustic intensities of6.8 W/
cm². The sonicated media is composed by 2 mL of ultrapure water (or cell medium for experiments with
cells) at ambient temperature. A needle hydrophone (Onda HNR-0500) placed on another side of the well
listens to the acoustic noise in the exposure medium. A good coupling is ensured by the use of an ultrasound
transmission gel (Aquasonic) between the hydrophone and the well. The received signal is digitized
(acquisition card PXI-1031, 14 bit resolution, 32 MHz sampling frequency, National Instrument), transferred
to a computer and analyzed by Labview software.The experimental set-up is presented on Figure 1. Well,
transducers and hydrophone are fixed in a microscope stage for visualization. A picture of this microscope
stage is presented on Figure 2.

Fig. 1. Experimental setup Fig. 2. Picture of the microscope stage containing
well, transducers and hydrophone

The non-referenced inertial cavitation level is defined as the average level of an instantaneous spectrum
in dB within the range of 0.1 to 7.1 MHz. Before sonication, the reference noise is measured as the mean
value of the inertial cavitation obtained when the excitation signal is off. The inertial cavitation level is
determined by the subtraction of the non-referenced inertial cavitation level and the reference noise. In the
following experiment, a fixed cavitation index method is used: the enter setting is a cavitation index and the
gain of variable gain amplifier is modulated regarding the difference between the cavitation index setting
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and the measured cavitation index. The variable gain amplifier update is done within a feedback loop with
5 ms delay. This method is detailed in[8].

3. SYSTEM VALIDATION

For the device validation, HT29 adherent cells (human colorectal adenocarcinoma cell line) have been
chosen.Sonoporation experiments consist in the internalization of siRNA coupled with the fluorochrome
Alexa488. Sonoporation rate and mortality are measured with a flow cytometer (FACS Calibur; Becton,
Dickinson and Company, NJ). The protocol of sonication consists in continuous excitation during about 2
minutes, for cavitation index 28 and 30. Cells are sonicated at ambient temperature. Adherent and suspension
(detached) cells are treated separately and sonoporation and mortality results are presented on Figure 3.

Sonoporation rate is more important at cavitation index 30 than at 28 for both adherent and suspension
cells. A sufficient sonoporation rate of around 15% is obtained for adherent cells at cavitation index 30.
Mortality for both adherent and suspension cells is weak: around 2% for adherent cells (which is logical
because dead cells are no longer adherent) and around 9% for suspension cells. It suggests cell detachment:
indeed if only dead cells were detached, mortality of suspension cells should be very high. With this significant
sonoporation rate, this system can thus be used for sonoporation experiment visualization. However,
couldsonoporation rate on adherent cells be limited by cell detachment?

4. BUBBLE-CELL-MEDIUM INTERACTIONS

Considering that adherent cell sonoporation has been validated,different physical questions arise: how the
molecules to be internalized behave in the medium flow? Are cavitation bubbles located in the vicinity of
the bottom of the culture well? And can we expect single cell sonoporation visualization? In order to answer
these questions, microscope and macroscope visualizations are performed.

4.1 How the molecules to be internalized behave in the medium flow?

In order to get information on the transport of molecules to be internalized, the macroscopic flow of the
entire well is investigated by using a Leica MacroFluoTM. For this experiment 10 µL of micro particles of 2
µm (concentration = 10-2 g.L-1, λexcitation=505 nm and?emission=515 nm, Invitrogen) are addedto ultrapure
water in the well.Videos of the macroscopic flow are performed for several cavitation indexes between 10
and 24.

Large spatial-scale (compared to the acoustic wavelength) vortices have been observed in the entire
well. An example of these vortices is presented on Figure 4.

Fig. 3. Sonoporation and mortality rate obtained for cavitation index
28 and 30 on adherent and suspension cells.
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They suggest an Eckart streaming that could enhance mixing of molecules within the entire well. To
determine if these vortices are responsible for cell detachment, the velocity of the flow is calculated and the
shear stress generated by the flow at the bottom of the well is approximated by: τ= µV/h,

wereµ is the dynamic viscosity of the fluid, V the flow velocity of the fluid along the boundary and h the
height above the boundary. By comparing the maximum shear stress generated by our flow with the shear
stress needed for cell detachment [10], it appears that the vortices at the bottom do not generate cell
detachment.

4.2 Are cavitation bubbles located in the vicinity of the bottom of the culture well ?

Concerning the location of cavitating bubbles near the bottom of the well, experiments on a lipid bilayer
(DLPC + fluorophore NBD (5%)) membrane are performed. The effects of cavitation bubbles on the membrane
are observed by using a microscope (Nikon Eclipse TE2000E). Bubbles are observed at the bottom of the well

Fig. 4. Example of flow motion in the entire well (view from above, transducers are placed on
right and left side of pictures): a/ projections of all images of a video during sonication and b/

displacement vectors and velocity amplitude (color bar) in m/s after Particle Image Velocimetry
treatment for the same video. The mean velocity near the bottom of the well is around 3 mm/s.

Fig. 5. Example of impacts or cracks generated by cavitation bubble on a bilayer membrane.a/ Before
ultrasound excitation and b/ after 30 s of sonication for a cavitation index of 28.
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during sonication and they generate permanent and non-permanent damages on the membrane as impacts
and cracks. An example is presented on Figure 5showing the membrane before and after a 30 second
sonication.

Damages are not spread on all the bilayer membrane but seem to be located.As small cavitation bubbles
are located on pressure antinode and bigger one on pressure node, we hypothesize that the damages on the
bilayer could be linked to the acoustic field at the bottom of the well.

4.3 Can we expect cell sonoporation visualization ?

A preliminary experiment on bubble-cell interactions is implemented during a sonoporation experiment
under a confocal microscope (Zeiss Confocal Laser Scanning Microscopy 780). Cellmembranes have been
colored in red usingVybrant® DID and siRNAmolecules which are coupled with Alexa488 appear in green.
Pictures of the bottom of the well are taken before and after an ultrasound excitation of 2 minutes with a
cavitation index of 24.An example of these pictures is presented on Figure 6.

Fig. 6. Observation of cell detachment and molecules displacement due to acoustic excitation.a/ before
ultrasound excitation and b/ aftera 2 minute ultrasound excitationwith cavitation index 24.  Cell detach-
ment is observed (at the top on the right) and molecules are brought  near this cell detachment zone.c/

sonoporation observation: molecules  (in green) are in the cell (cytoplasm in red).

After ultrasound excitation, cell detachment is observed. In this case most of cells are still present on the
picture after sonication.The internalized molecule (siRNA, in green) is uniformly spread at the beginning of
the shot. However, after excitation,molecules are brought near the zone where cell detachment happens.Some
cells present in the same zone after sonication aresonoporated. Indeed a zoom and a z-scan in this zone
confirmed the sonoporation of the two cells presented on Figure 6c: molecules (in green) are inside the cell
(cytoplasm in red).

5. CONCLUSION

A sonoporation system adapted to microscope visualization in real time and dedicated to adherent cells was
designed. Experiments to get a better understanding of physical mechanisms acting on cells, bubbles and
medium flow are in progress. This sonoporation device is validated in term of sonoporation rate but the
process is also responsible for cell detachment. During sonication, four vortices are observed in the entire
well and the resulting flow motion allows mixing. It is not this flow motion at the bottom of the well which
leads to cell detachment. Cavitation bubbles are observed on lipid bilayer surface and these bubbles generate
permanent damages on the membrane as impacts and cracks. Cell detachment and mixing of the medium
are confirmed by experiments on adherent cells under microscope: internalized molecules are brought near
cell detachment zone and transfected cells are present.
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ABSTRACT

The Swiss Federal Institute of Technology in Lausanne (EPFL) is in the process of digitizing an
exceptional collection of audio and video recordings of the Montreux Jazz Festival (MJF) concerts.
Since 1967, five thousand hours of both audio and video have been recorded with about 60% digitized
so far. In order to make these archives easily manageable, ensure the correctness of the supplied
metadata, and facilitate copyright management, one of the desired tasks is to know exactly how
many songs are present in a given concert, and identify them individually, even in very problematic
cases (such as medleys or long improvisational periods). However, due to the sheer amount of
recordings to process, it is a quite cumbersome and time consuming task to have a person listen to
each concert and identify every song. Consequently, it is essential to automate the process. To that
end, this paper describes a strategy for automatically detecting the most important changes in an
audio file of concert; for MJF concerts, those changes correspond to song transitions, interludes, or
applause. The presented method belongs to the family of audio novelty-based segmentation
methods. The general idea is to first divide a whole concert into short frames, each of a few
milliseconds length, from which well-chosen audio features are extracted. Then, a similarity matrix
is computed which provides information about the similarities between each pair of frames. Next,
a kernel is correlated along the diagonal of the similarity matrix to determine the audio novelty
scores. Finally, peak detection is used to find significant peaks in the scores which are suggestive of
a change. The main advantage of such a method is that no training step is required as opposed to
most of the classical segmentation algorithms. Additionally, relatively few audio features are needed
which leads to a reduction in the amount of computation and run time. It is expected that such a
pre-processing shall speed up the song identification process: instead of having to listen to hours
of music, the algorithm will produce markings to indicate where to start listening. The presented
method is evaluated using real concert recordings that have been segmented by hand; and its
performance is compared to the state-of-the-art.

1. INTRODUCTION

At EPFL, the Montreux Jazz Digital Projectaims at digitizing the archives of the Montreux Jazz Festival(MJF)
concerts. A few figures: since 1967, 5000 hours of audio and video are stored on 10000 magnetic tapes. These
archives contain approximately 40000 songs. The safeguarding of this heritage has begun in 2010 and will
continue until early 2015 when 100% of the archives (1.2 Petabytes) will be processed and stored. In order to
improve these archives, make them easily manageable, facilitate copyright management and helpwith quality
control, several applications are desired such as thedetection ofaudio events.In particular, it is required to
know exactly whichsongs were sung in a given concert and even songs in a medley. However, dueto the

© 2014 Acoustical Society of India
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sheer amount of recordings available, it is quite cumbersome and timeconsuming to listen to each concert
and note down the songs; it is thereforerequired to automate the process.

Detection of song changes using stochastic models is described in [1]; however, it is assumed that there
are pauses between the songs which is not always the case for the MJF concerts. Related methods for semantic
audio segmentation which deals with finding the constituents of a song like the intro, chorus, and bridge are
described in [2], [3], [4], and[5]. Inthis paper, we describe a methodology to automatically segment MJFaudio
file concerts in order to aid human listeners and speedup the process of songs identification. Audio novelty
scores presented in [4] are used for detection of song changes instead of structures within the same song.

Theproposed approach isdescribed in Section Error! Reference source not found.. Section 3 presents the
experiments we carried out and the performance results. Finally, the conclusion and suggestions for future
work are presented in Section 4.

2. CONCERT SEGMENTATION

A concert recording generally contains several acoustic events including the songs, applause, and interludes.
The first step in segmenting aconcert into those separate events is to represent the audio recording in a
format suitable for analysis. This is done by extracting the socalled audio features from the raw audio signal.
Then, these audio features which describe the signal are used by the segmentation module to generate a
proper segmentation.

2.1 Audio features

Audio feature vectors are computed from small successive frames ofsize Nf(in samples) with an overlap of
No (in samples). The number of frames contained in a signal of length N is given by the formula:

1f

f o
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NN

N N⎢ ⎥
= +⎢ ⎥
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−
− (1)

where  stands for the floor function. In order to avoid edge effects when transforming it to the frequency
domain, each frame is weighted by a Hann window (defined in[6] p. 397 for instance).

2.2 Segmentation

Once the audio is reduced to feature vectors (one per frame); the segmentation process can begin. The method
used here follows [4]. The idea is tocalculate the similarity between two successive frames; if they are
different,then a change is possibly detected. So first, a distance measure is required.

2.2.1  Distance Measure

A distance measure is used to quantify the similarity (or dissimilarity) between two feature vectors. One
such measure is the cosine similarity, whichfor two feature vectors xi and xj is calculated as follows:

 || | || ||

,
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where <.,.> denotes the inner product and ⏐⏐.⏐⏐ the Euclidean norm. The values range between   with 1 for
parallel vectors and -1 for antiparallel. Itis a suitable measure because it is not affected by the energy levels
where ifthe energy is low in two feature vectors, they can still have a high similarityscore [4].

2.2.2  Similarity Matrix

Using the distance measure, the similarity between each pair of frames can be computed and placed in a
similarity matrix  of size M ×  Μ where:

[ ] { }S 2, ( , ) 1,2,.. ,, .iji j d i j M= ∀ ∈ (3)
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Figure 1 shows an audio excerpt and its corresponding similarity matrix. As indicated on the figure, the
excerpt contains the ending and beginning of two different songs separated by applause.The checkerboard
patterns where the changes occur are visible in the center of the similarity matrix.

2.2.3  Novelty Score

A novelty score is computed at each frame where the frames with high scores indicate a change and thus the
audio should be segmented there. To calculate the score, a "checkerboard kernel" HK of size

{ }, 2,3,...K K K M× ∀ ∈ , is used. An example of such a kernel when K = 4 is provided below:

H4

1 1 1 1
1 1 1 1
1 1 1 1

1 1 1 1

− −⎛ ⎞
⎜ ⎟− −⎜ ⎟=
⎜ ⎟− −
⎜ ⎟⎜ ⎟− −⎝ ⎠

(4)

Then, the 2D cross-correlation, , between the kernel and the similarity matrix at each frame is calculated
as follows:

( )corr H Sr( ) , m
K Km = (5)

where Sm
K  is the part of the similarity matrix with the same size of the kernel and centered at coordinates :

S S 1,..., , 1,...,
2 2 2 2

K
m

K K K K
m m m m⎛ ⎞⎡ ⎤ ⎡ ⎤= − + + − + +⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠

(6)

Fig. 1. top: waveform of a song change, bottom: corresponding similarity matrix
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The segmentation results were evaluated with atolerance of   10 secondsaround the manual ground
truth segmentation. We get a recall of 78.7%which is more than 8% higher than reported in [1]; while the
precision is 23.3%. On inspecting some of the manual segmentations, itcould be argued that some segments
should actually start earlier or latersince it is subjective; this affects the recall. However, for the precision,
whenlistening to the extra added segments, it is usually the case that the beatstopped and started; or there is
a sudden silence; or even a short impulse sound like a whistle.

4. CONCLUSION

This study was concerned with song change detection for the MontreuxJazz Festival concerts. The algorithm
that has been developed is based on audio novelty detection. Several audio features were tried; the best was
found to be the lowerfrequency spectrum. Other parameters like the frame size and whether toweight the
checkerboard kernel were optimized. Finally, the algorithm wastested on 50 MJF concerts and achieved a
recall value of 78.7%.

Suggestions for further improvement include overlapping the windowsfrom which frames are extracted
since it could be the case that a change between the windows is missed; also, overlapping the frames
themselves couldbe useful. Moreover, for MJF concerts, it is interesting to note that thereare 3 main audio
events: music, speech, and applause which may occur between songs or even during a song. This extra
knowledge can by all meansbe leveraged to improve the song change detection system. For instance,salient
features for speech or applause can be used to detect their respectiveevents which usually occur before or
after songs and thus improve the songdetection accuracy.

Future work includes matching the detected segments in the end to theirrespective events. And also, if
a database of songs is available, each songcan be matched to get its title and other metadata. Furthermore, it
is alsopossible to utilize the video as well where during a song; the camera is mostlikely focused on the
performers then switches to the audience at the endduring the applause; so the scene changes can be a
useful addition.
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ABSTRACT

For sound control in closed spaces, perforated wood-based panels are widely used as walls and
ceilings covering for their sound absorption properties in the low frequency range. Despite the
high interest in these products, accurate estimation models of their properties are still unavailable.
This paper reports the sound absorption properties determined for drilled plywood intended for
interiors covering. The drilling percentage was fixed at 1.5, while different cavity sizes were arranged
behind the specimens to evaluate their influence on the sound absorption. Tests were performed
by means of the impedance tube method. The experimental data obtained can be used for the
development of new estimation models with increased accuracy.

1. INTRODUCTION

Sound absorption in enclosures constitutes a relevant topic for many building applications, in particular
with respect to large scale structures like public buildings, offices, shopping centres or dining spaces. Such
environments, in fact, are often characterized by high noise levels, especially when crowded.

Depending on the building typology, many sources contribute to increase the overall noise: people's
voice (Fig. 1), movements, air-conditioning systems etc. Poor acoustics of enclosed spaces can deeply rebound
on their usability, particularly with respect to the speech intelligibility.

To mention some example, high levels of noise in classrooms make students prematurely tired getting
worse the efficiency of learning [2]; speech communication between diners in college halls is recognized to
be generally poor [3], while the quality of communication in food courts of shopping centres is strongly
affected by ambient noise [4]; finally, poor acoustics in offices can affect the working quality and cause
increased stress to workers [1].

Focusing on offices, a recent study performed by Jensen and Arens [5] indicated that acoustic discomfort
is perceived by workers as a critical issue in these environments.

That study consisted in a survey performed on over 23.000 occupants of office workstations, which
rated nine factors of their environment (acoustic comfort, thermal comfort, air quality, lightning, cleanliness
etc.). The collected answers pointed out that acoustic comfort reaches the lowest satisfaction score among
the different categories. In particular, satisfaction with noise level and speech privacy turned out to be both
problematic.

On the whole, the above mentioned situations evidence how acoustic control plays a fundamental role.
Solutions for acoustic improvement are particularly important for noise emitted in the low frequency range,
i.e. below 1600 Hz (Fig. 2).

© 2014 Acoustical Society of India
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Furthermore, a peculiar phenomenon of enclosed spaces is reverberation, which can be defined as the
buildup of sound due to wave reflections on all space surfaces. Reverberation creates a background noise,
contributing to increase the overall noise of the room and lowering the speech intelligibility. Usually, this is
evaluated by means of the reverberation time RT60, which is the time required for reflections of a direct
sound to decay by 60 dB below its level.

RT60  is calculated by means of Equation (1)

0161
6

V
RT

A
= (1)

where V is the volume of the room in m3 and A is the total absorption of the room, in sabines (absorption
unit, equivalent to the absorption by a square meter of a surface absorbing all the incident sound).

Ideal RT60 depends on the intended purpose of a room and its volume. Higher RT60 values are needed
in rooms where music is played; on the contrary, lower RT60 values are desirable for rooms mainly used for
speech. According to equation (1), RT60 can be controlled in two main ways: modifying the room size or
changing the amount of absorption on its surfaces. The second is particularly suited for large scale buildings.

In fact, when a sound wave strikes a material, a fraction of the sound energy is reflected back while
another is absorbed. The absorption coefficient ranges from 0 (no absorption) to 1 (full absorption) and

Fig. 1. Average spectra of normal male (thick line) and female (thin line) speech (from [1]).

Fig. 2. Example of noise spectra produced in an office with 24 workers: within office hours;
_ during lunch time (modified from [1]).
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represents the ratio between the absorbed and the total incident energy. The theoretical limit of the sound
absorption coefficient (α) is 1, when all the incident sound is absorbed. Nowadays several efficient methods
are used for improving the acoustic features of large scale enclosures [6].

The adopted solutions vary from the design of room shapes, to the control of sound sources and to the
use of sound proof materials or sound traps. Among the different approaches, the choice of perforated
wood-based panels for exploiting their sound absorption properties is widely diffused.

These panels act both by absorbing the direct sound and by shortening the reverberation time, since
they increase component A in equation (1). Beside their absorption behavior in the low frequency range,
perforated wood-based panels are appreciated by architects for many other reasons.

In particular they are used for their relative lightness, valuable look, easy lying, sustainability and
recyclability. These panels are diffused as ceilings or walls covering (Fig. 3) leaving a space between panels

Fig. 3. Application of wood-based perforated panels as a ceiling and wall covering [from 7].

and the wall at the back. This cavity can be empty or further filled with sound absorbing materials.

The combination of perforated panel with an empty space at the back works like a Helmholtz resonator
[8,9,10]. This is constituted by two communicating volumes called neck and cavity, which form a mechanical
mass-spring system.

When struck by a sound wave, the air contained in the neck (the mass) is pushed into the cavity. As a
consequence, the air of the cavity is compressed and reacts (like a spring) expanding and pushing out the
incoming air. Hence this air is driven outside and, having a momentum, goes a little beyond the neck. For
this reason, the air in the cavity becomes rarefied and recalls inside other air restarting the cycle.

The mass-spring action is able to absorb high amounts of sound energy, which is converted into the air
swing. This phenomenon occurs in particular around a specific resonance frequency, at which the maximal
sound absorption is provided.

The absorption properties of the system are mainly influenced by the volumes of neck and cavity.
Changing in these volumes determines different amounts of absorption and slides the frequency around
which absorption is greater.

In particular, the volume V of a Helmholtz cavity having circular or rectangular section can be calculated
using Equation (2):

V =  a· t (2)

where a is the area of the section and t is the thickness of the cavity.
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Clearly, when the area a is constant, the only way to change the volume V is to modify the thickness t.
Other variables, such as shape of the neck or geometry of the cavity, play a minor role in determining the
absorption values.

Transferring the Helmholtz principle to the perforated panels, holes in the panel represent the neck,
while the empty space between panel and wall constitutes the cavity (Fig. 4).

Fig. 4. Longitudinal section of a Helmholtz resonator (left) and a system made of perforated
panel and wall (right). 1 is the neck in the resonator, corresponding to the holes in the wood-based

panel; 2 is the cavity, corresponding to the empty space between panel and wall; 3 is the cavity surface,
which  corresponds to the wall.

Figure 5 reports an example of sound absorption values achieved by perforated wood-based panels
intended for walls and ceilings covering and currently available on the market. These panels are able to
provide high sound absorption in the low frequency range, therefore where is particularly needed for acoustic
control in large scale buildings.

Furthermore, the absorption values are higher than 0.8 from about 300 to 1500 Hz. As a consequence,
the absorption effect is consistent not only in correspondence of the resonance frequency but also in a wide
range around it.

It must be noticed that in figure 5 peak values of α  exceed 1. This apparent contradiction with the theory
can be attributed to the experimental measurement method. Anyway, in these cases the absorption value
can be considered as 1.

Since 1947, several studies have been carried out in order to investigate the sound absorption coefficients
of perforated panels. Nevertheless, up to now accurate estimation models are still unavailable and the only
means of evaluating the sound absorption behavior of a certain panel is still to perform experimental
measurements [11].

Setting up new models with increased accuracy would positively rebound on design and development
of fit to purpose perforated panels, in terms of costs and efficiency. In this context, the present work takes
into account the influence of cavity size on the sound absorption properties of perforated plywood.

To this purpose, test were performed on specimens with a fixed drilling pattern, while different cavity
thickness were arranged behind. Changing the cavity thickness, in fact, represents an easy way for modifying
the absorption behaviour of a certain panel.

The results of this preliminary experimentation provide detailed indications, which in literature are still
limited, concerning the values of resonance frequency associated to cavity thickness variations.
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2. MATERIALS AND METHODS

For the present work plywood was chosen as a lightweight and nice looking wood-based product adequate
for ceilings and walls covering. Nowadays timber is mainly destined for the production of plywood, whose
main end-uses are furniture components, interior joinery and interior panelling both in building sector and
in marine craft [12].

2.1 The Wood-Based Panel

The plywood used for this work was 4 mm thick with 3-layers composition. The veneers were glued by
means of a MUF (melamine-urea-formaldehyde) adhesive system and the panel was complying the class 2
of EN 314-2 for use in humid conditions [13]. The mean density was 460 kg/m3.

2.2 The Kundt’s Tube Test

To measure diffuse sound incidence, the coefficient can be determined through the reverberation room
method, in accordance with EN ISO 354 [14]. However, this requires large-sized samples and is not suitable
for material at development stages.

An alternative is represented by the impedance tube (Kundt's tube) method, which is limited to normal
incidence sound but, requiring smaller samples, is better for research activity. Hence, in this work the normal
incidence sound absorption coefficient was determined by the impedance tube method (Fig. 6), according to
EN ISO 10534-2 [15].

This method requires placing the specimen at one end of a cylindrical impedance tube. Plane waves are
then generated in the tube by a sound source and the relative pressures are measured by two microphones
positioned near to the specimen.

The complex acoustic transfer function of the signal is determined and used to compute the normal
incidence absorption coefficient.

This is calculated by means of Equation (3)

a  = 1- r 2 (3)

in which the normal incidence reflection factor (r) is estimated for frequencies ranging from 50 to 1.600 Hz
according to Equation (4) :

Fig. 5. Sound absorption values of perforated wood-based panels with different passing light percentages:
(6.0%); (7.0%); (7.5%); 12.0% [from 7].
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where H12 is the transfer function for the total sound field, HI is the transfer function for the incident wave

alone, HR is the transfer function for the reflected wave alone, 1

0,j is k  is the wave number (ratio of angular

2.3 The Specimens

Circular specimens with 99.8 mm diameter were obtained from okoumé plywood. These were cut using a
computer numerical control (CNC) milling cutter (Fig. 7), in order to achieve the high dimensional accuracy
required by the test (+0.0; -0.1 mm).

Such a precision is necessary for assuring the complete contact between the circular border of the specimen
and the inner circumference of the tube. In fact, even small voids would alter the volume of the cavity and
consequently influence the test results.

After cutting, specimens were perforated using a hand-drill. Holes diameters were then measured with
a digital

Sound
generator

Amplifer

V

BNC

BNC

B A

IEEE-Bui

PC

Cavity

Kundt’s tube

Sample with drilled surface

Voltmeter

Microphones

+200V Pol

+150V

A B

FFT

Fig. 6. Outline of the test method device, mainly constituted by a sound generator, the Kundt's tube,
two microphones, a FFT analyser and a PC for data processing.

Fig. 7. Cut of 24 circular specimens realized by means of a CNC milling cutter.
Specimens were drilled and used for the Kundt's tube test.
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calliper in order to check the accuracy of their sizing. The adopted drilling pattern consisted of 9 holes with
ray 2 mm, corresponding to 1.5 of drilling percentage (Fig. 8). Holes were symmetrically realized around
specimens centre, complying with EN 10534-2.

In this work a single drilling pattern was realized, since the main aim was to evaluate how variations in
cavity thickness influence the absorption properties of the system.

Specimens were laid in the Kundt's tube leaving an empty cavity between them and the metallic end of
the tube. This setup allowed to simulate the laying conditions of the panels as wall-ceiling covering with an
empty space at the back.

The cavity of the impedance tube was set in 7 different thickness, respectively 4.5, 9, 15, 22, 30, 60 and 80
mm. The section area of the cavity was fixed and coincident with the circular perimeter of the tube.

Therefore, changing the thickness was the only way to modify the volume and consequently the sound
absorption properties of the tested system, as before mentioned in equation (2). The sound absorption amounts
in the low frequency range were measured for each cavity thickness. Following reported data are the average
of 3 test repetitions as recommended by EN 10534-2.

While in this testing procedure the only varying parameter was the cavity thickness, in design and
production stages the desired sound absorption properties of a certain panel can be obtained by varying
holes number, holes diameter or neck thickness.

Aim of the present work was anyway to focus on the influence of cavity thickness. Finally, in order to
know the absorption properties of the panel, the above described test was also performed on an undrilled
specimen.

3. RESULTS AND DISCUSSION

Before to focus on other results, Figure 9 shows the sound absorption measured in the low frequency range
for the undrilled plywood panel.

The above graph clearly indicates that 4 mm plywood is a sound reflecting material. In fact, its sound
absorption coefficient varies from 0.02 to 0.04 in the whole low frequency range. This confirms the low
values commonly reported regarding the sound absorbing behavior of wood and plywood [16].

Figure 10 illustrates the sound absorption values obtained in the low frequency range for the testing
specimens with different thickness of the cavities.

The comparison between figures 9 and 10 underlines how the system made of surface drilling and
different cavity volume at the back can considerably improve the sound absorption behaviour.

Fig. 8. Tested specimen with diameter 99.8 mm and drilling pattern made of
9 holes of ray 2 mm symmetrically disposed.
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Table 1. Cavity thickness of the Helmholtz system with correspondent resonance
frequency and averaged absorption peak values

Cavity thickness Resonance frequency Average absorption std.dev.
(mm) (Hz) coefficient

4.5 1000 0.50 0.02
9 800 0.70 0.03
15 630 0.77 0.01
22 500 0.85 0.01
30 400 0.86 0.01
60 315 0.96 0.01
80 250 0.94 0.02

These data quantify how changing in cavity thickness determinate a slide of peaks towards lower
frequencies. This phenomenon goes with a simultaneous increasing of the absorption peaks values, which

Fig. 9. Sound absorption values measured for the undrilled plywood panel.

Fig. 10. Sound absorption values measured for
different cavity thickness.

Considering that the resonance frequency
(ωH) of each curve is the frequency value (in Hz)
at which the absorption peak is reached, the figure
shows that the different curves are selective
around their respective resonance frequency.

In fact, absorption values quickly decrease
before and after the peaks. The values of
absorption peaks and resonance frequencies
depending on cavity thickness are also shown in
Table 1.
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grow from 0.50 for the 4.5 mm thick cavity to 0.94 for that of 80 mm. This is due to the increasing of the air
volume included into the cavity, which becomes progressively more adequate to perform the spring effect
of the Helmholtz system.

Figure 11 takes into account the peak values listed in Table 1. Each peak value is characterized by its
specific cavity thickness and resonance frequency. The non-linear regression was performed considering
cavity thickness as the independent variable and resonance frequency as the dependent one.

Fig. 11. Cavity thickness vs. resonance frequency of the absorption peaks.
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The regression was performed using the power Equation

y  = ax b (5)

The power form was chosen to attain to the physical law explaining  the  resonance  frequency  ωH   of
an  ideal Helmholtz resonator. In fact, ωH  is given by the basic Equation (6)

0 .
S

H c
L V

ω = (6)

where c0 is the sound speed, S is the hole area, L is the depth of the open hole and V is the volume of the
empty cavity [8].

Since the  only varying parameter was thickness, the only variable in (6) is the volume V, while S and L
can be considered as constants. Therefore the Equation can be rewritten as (7)

wH    aV  -0.5 (7)

where a is a constant and V is the volume of the cavity.

The coefficients found for Equation 4 regression are given in Equation (8)

y  = 2258.4 x  -0.492 (8)

for which R2 resulted 0.99 (p-value < 0.001).  This suggests that the experimental results strictly attain to the
physical law of the Helmholtz resonance.

Hence, the coefficients found through this method are reliable and suitable to be used for the development
of new estimation models.

Finally,  figure  12  shows  the  correlation  between resonance frequency and sound absorption coefficient
of the peak values.

The performed correlation assumes the linear form of equation (9)
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y = -0.0006 x + 1.1184 (9)

for which r resulted -0.98 (p-value < 0.001).

Figure 12 illustrates that for frequencies below 500 Hz the tested system is able to  provide sound
absorption coefficients higher than 0.80.

On the opposite, increasing in the resonance frequency determines  a  simultaneous  decreasing  of  the
system efficiency. For this reason, perforated wood-based panels are used for acoustic improvement in the
low frequency range,  while  for  sound  control  at  medium  and high frequency other products are preferred.

Fig. 12. Negative linear correlation between resonance frequency and sound
absorption coefficient achieved by the peaks.
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4. CONCLUSIONS

Nowadays many large scale buildings present poor acoustic performance, particularly with respect to  the
noise emitted in the low frequency range.  For sound control in these environments,  perforated  wood-
based panels are widely used as ceilings or walls covering thanks to their sound absorption properties.

Despite the interest in using and producing these panels, to   this   day  accurate   estimation   models   are
still unavailable.  As a consequence,  the only means of evaluating the  sound absorption behavior of a
certain panel is to perform experimental measurements.

Therefore, the present work analyzed the  absorption properties of drilled plywood with empty cavity
at the back, in order to simulate the end-use laying conditions. The  attention  was  focused  on  the  influence
of  cavity thickness,  since  varying  this  parameter  represents  an easy way to modify the sound absorption
properties of the panel.

The tested Helmholtz systems turned out able to achieve absorption values higher than 0.90 in the low
frequency range.  It was also found the regression equation explaining the resonance frequency values
depending on cavity thickness.

The coefficients characterizing the regression equation will be further used for R&D activity. In particular,
the experimentation will be repeated using different sets of drilling patterns, panel thickness and cavity size,
in order to obtain a wider dataset and constitute a large number of regression equations characterizing the
different Helmholtz systems.

The aim is to contribute to the elaboration of reliable models explaining the absorption properties of
perforated plywood depending on the cavity thickness at their back. Accurate models could enable to fit the
absorption properties of a certain panel to the specific needs of the enclosure in which it will be used just by
varying the cavity sizing. This represents an easy way to calibrate the acoustic control of an enclosed space
and might be particularly relevant in acoustic complex environments such as large scale buildings.
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ABSTRACT

Underwater tonpilz transducer using 1-3 piezocomposite rings has been designed and the
performance of the same for transmitting voltage response (TVR), free field sensitivity (FFS) and
bandwidth has been analysed using ATILA, a FEM package. Equivalent material properties in the
form of single phase were computed and the same material is used for the purpose of modeling.
The modeling is also described in brief. Tonpilz transducers have been fabricated using 1-3
piezocomposite rings. The prototype transducers are evaluated for their TVR and FFS.

1. INTRODUCTION

Certain limitations like high attenuation in water medium precluded the use of electromagnetic (EM) waves
for underwater applications, thus leaving this window of opportunities to sound waves which have obvious
advantage over EM waves with respect to range in underwater environment. Piezoceramic materials, due
to their high electromechanical coupling coefficients, high piezoelectric charge   coefficients and low electrical
and mechanical losses are widely used as active material in different electro-acoustic transducers for
underwater applications. But at the same time they suffer from some inherent limitations like brittleness,
high density and high acoustic impedance, difficulty in large area coverage etc to name a few. Hence to
overcome these limitations of conventional piezoceramics while retaining their superior properties, there
have been attempts for new materials over the past several decades. Piezocomposites, a combination of
piezoceramic and polymer emerged as suitable material for acoustic transducer applications [1, 2, 3].  A
piezocomposite is a two phase material, wherein arrangement of piezoceramic and polymer within the
material or otherwise called connectivity, ten possible connectivity patterns like 0-0, 0-1, 0-2, 0-3, 1-1, 2-1, 2-
2, 2-3, 1-3 and 3-3   are possible for a diphasic composite [4,5]. Out of these 1-3 type of piezocomposites
consisting of aligned, unidirectional piezoceramic rods within a three dimensional polymer matrix  have
attracted considerable attention with reference to underwater applications because of their superior
piezoelectric properties, flexibility to conform to curved surfaces, ease of fabrication, lower and adjustable
acoustic impedance, minimum lateral mode response etc [6,7,8,9].

The most important performance parameters of an electro-acoustic transducer are resonance frequency,
bandwidth, transmitted sound pressure level and receiving sensitivity. These parameters in turn depend
upon design of transducer, passive and active material used in transducer and nature of application.
Considering the above influencing factors, a sandwich like design called Tonpilz transducer is most widely

© 2014 Acoustical Society of India
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used for low frequency and high power applications. Tonpilz meaning singing mushroom in German is
made up of piezoactive materials sandwiched between head and tail mass, prestressed by a central bolt. As
1-3 piezocomposite has superior properties compared topiezoceramics and other piezocomposite materials,
an attempt is made to design and fabricate a tonpilz transducer using 1-3 piezocomposite rings.

The tonpilz transducer using 1-3 piezocomposite rings is designed and simulated using FEM software
ATILA(Analysis of Transducer by Integration of LAplace equation). Finally the same is fabricated and tested
in an acoustic tank facility for underwater acoustic properties like transmitted voltage response, receiving
sensitivity, resonance frequency and bandwidth and the results are reported here.

2. MODELING OF 1 - 3 PIEZOCOMPOSITE RINGS

The most important properties of a 1-3 piezocomposite with reference to underwater electro-acoustic
transducer applications are piezoelectric strain coefficients, electromechanical coupling coefficient, stiffness
and acoustic impedance. As piezocomposites are the heart of the tonpilz transducer, the output acoustic
parameters of the transducer are greatly influenced by the dielectric, piezoelectric and elastic properties of
1-3 piezocomposite. Since 1-3 piezocomposite is a two phase material, its effective properties will be
determined by the properties of its constituents i.e., piezoceramic and polymer, their volume fraction within
piezocomposite, periodicity and the shape and size of 1-3 piezocomposite [10]. Hence before using 1-3
piezocomposite for tonpilz transducer fabrication, it is utmost important to determine the effective properties
of 1-3 piezocomposite with respect to the above factors. A typical 1-3 piezocomposite material is shown in
fig. 1. It is very difficult and time consuming to model this configuration. In order to simplify the problem,
the 1-3 piezocomposite is simulated with a single phase material with equivalent properties. For this a
theoretical model for the calculation of new material parameters of 1-3 composite having fine lateral periodicity
developed by Chan and Unsworth [11] is used. Considering the important factors required for an electro-
acoustic transducer  in our intended application, PZT-5H, a Navy Type VI material and epoxy from Ciba -
Geigy are taken as the constituents. PZT-5H is chosen as the active material due to its higher value of
piezoelectric strain coefficients (d33 & g33), electromechanical coupling coefficient (k33) and dielectric constant
[12]. The important properties of PZT 5H and Epoxy are given in the table 1. Rings are chosen as the desired
shape in transducer fabrication to reduce mode coupling between vibration modes like thickness mode,
radial mode and wall thickness mode [13, 14]. For this the lateral periodicity is chosen as sufficiently fine, so
that 1-3 piezocomposite can be regarded as a single homogeneous phase. Then using the above model variation
of piezoelectric properties, dielectric properties and elastic properties of 1-3 piezocomposite with volume
fraction of PZT 5H are derived. Figures 2, 3 & 4 are showing the variation of key parameters like thickness
coupling coefficient(kt) and piezoelectric strain coefficients(d33 & g33) with volume fraction of PZT-5H.

Fig. 1. Typical 1-3 piezocompositestructure
showing one-dimensional alignment of

PZT rods in a polymer matrix.

Fig. 2. Variation of electromechanical
coupling coefficient of 1-3 piezocomposite
material with volume fraction of PZT-5H.
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Considering the fact that the transducer being designed will be used for both transmission and reception,
a number of parameters have to be optimized to achieve the desired characteristics. The piezocomposite
with 60 volume percent PZT phase has shown a maximum kt (fig.2) and the d33 value is almost near to the
maximum (fig.3). Even though the g33 coefficient is not high at 60 volume percent PZT phase, a trade off has
to be arrived at as the same transducer is used for both transmitting and receiving applications.  Then the
effective properties of 1-3 piezocomposite at that volume fraction are calculated for tonpilz transducer design
and are given in appendix I.

3. FABRICATION OF 1-3 PIEZOCOMPOSITE RINGS

Sintered, poled PZT 5H blocks of dimensions of 50 x 50 x 5 mm thickness were mounted on ahigh speed
ceramic cutting machine and deep grooves were made in the plates using a diamond impregnated saw
blade. The plates were removed and cleaned ultrasonically and the polymer was poured under vacuum into
the grooves and cured at room temperature. After polishing of excess polymer, the plate is remounted on
the machine and a series of parallel cuts were made at 90 degrees to that of the first set of cuts to get PZT rods
of required cross section. After refilling with polymer as per the procedure mentioned above, the plates
were surface ground to 3 mm thickness. Piezocomposite plates of required dimensions have been cut from
each block. A centre hole of 6 mm diameter has been drilled and each block has been machined to get a
composite ring of 19 mm OD, 6 mm ID and 3 mm thickness. The fabrication of 1-3 piezocomposites has been
described in detail elsewhere [16, 17]. The piezocomposite rings so formed were electroded using silver
epoxy and repoled by corona poling to retain the piezoelectric activity that might have lost due to the grinding
operations adopted in fabricating thepiezocomposites followed by development of composite rings of required
dimensions. These rings were used for the development of piezocompositetonpilz transducers. The
piezocomposite rings developed for this application are shown in fig.5.

Fig. 3. Variation of d33 of 1-3
piezocomposite material with volume

fraction of PZT-5H.

Fig. 4. Variation of g33 of 1-3
piezocomposite material with volume

fraction of PZT-5H.

Fig.  5.  1-3 iezocompositerings
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4. DESIGN OF TONPILZ TRANSDUCER

In a conventional tonpilz transducer, the  radiating head and tail mass are used   to reduce  the resonance
frequency  of  the  piezoactive  stack used  and bring it close  to the  operating frequency  and thus  increase
the amplitude of  vibration  at the  operating frequency. Hence the material required for radiating head
should have acoustic impedance between the values of water and 1-3 piezocomposite material.  Again it
should be a low loss material for good transfer of energy. In order to avoid the flexing of transducer to any
significant extent, it is desirable to make its flexural resonance above two times the operating frequency.
Hence a material having high value of mechanical conductance is suitable for this purpose. Considering all
these factors aluminium is considered for head mass as it has better corrosion resistance properties and
moderate acoustic impedance (13.8 MRayl), high mechanical quality factor (≥ 50,000) and high mechanical
conductance (2.5x102 m/s). The tail mass is typically 3 to 5 times more massive than the radiating head mass
in order to minimize the acoustic radiation from the back of the transducer. The role of the tail mass is to
limit backward acoustic radiation and to tune the resonance frequency. To be effective, it must be made of a
dense enough material (e.g. brass, steel). Brass is selected as tail mass based on corrosion resistance properties
and impedance considerations. As 1-3 piezocomposites  are stronger  in  compression  than in tension, there
is a need to apply  a static  compressive force  in order  to prevent  dynamic tensile forces in the ceramic. For
this a stress bolt is used to pre-compress the piezocomposite material by passing it through the center of the
piezo composite stack. The steady compressive force applied by the bolt should be greater than the peak
alternating force in the stack. It is advisable to allow a factor  of  safety by making  this compressive  force at
least four times the peak value of the alternating force in the piezocomposite.  The bolt must be strong
enough to safely apply the required compressive force. Since the stresses in a transducer are dynamic, the
requirement for a center bolt is a material that has a high fatigue limit and tensile strength. Beryllium copper
(Be-Cu) is selected as stress bolt because of its high tensile strength (1470x106N/m2) and high fatigue strength
(290x106 N/m2). Beryllium copper is less susceptible to the effects of stress concentrations and this results in
a bolt design with rather better safety factors. The mechanical properties of Aluminium, Brass and Beryllium
copper are given in the table.2.

In general, tonpilz transducers are designed with radiating head dimension corresponding to λ/2, where
λ is the wavelength of sound in water medium. The dimensions of active and passive materials used in the
transducer as mentioned above are calculated based on the operational frequency requirement and other
factors like power handling capacity, transmitting sound pressure level , receiving sensitivity and pressure
withstanding capacity[18,19,20].

To optimize the dimensions and the design of the transducer for desired output, finite element modeling
(FEM) method is used. Finite element modeling (FEM) is a convenient and powerful method of estimating
the properties of 1-3 piezocompositetonpilz transducers like resonance frequency, transmitted sound pressure
level, receiving sensitivity and 3-dB bandwidth with great accuracy[21,22,23]. So the designed 1-3

Fig.  6. A designed and developed prototype 1-3
iezocompositetonpilztransducer.

Fig.7. 2D Axis-symmetric model of
tonpilz withfluid.
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piezocompositetonpilz transducer is simulated with finite element method software ATILA [24]. ATILA is
capable of handling piezoelectric structures in a fluid domain incorporating fluid-structure interactions. A
2D axis-symmetric model is constructed using the equivalent single phase material and the radiating fluid.
The model is then converted into FE model by meshing. The FE model is explained in fig. 7. The properties
of piezocomposite rings developed for this application are considered for analysis. The active piezocomposite
rings in the stacks are connected electrically in parallel and mechanically in series. The infinite boundary of
fluid is achieved by putting the non-reflecting elements. The model is solved for the transmitting voltage
response, receiving sensitivity etc. The modeling results are reported elsewhere [25].

5. PROTOTYPE FABRICATION

After modeling and simulation four number of prototype 1-3 piezocompositetonpilz transducers (E1, E2, E3
& E4) are fabricated using the above active and passive materials, and one of the prototypes is  shown in
fig.6.  Six number of 1-3 piezocomposite rings are stacked together by using an adhesive specially developed
and well proven for this purpose. These multi-layer stacks have advantages over a single-layer transducer
of equivalent thickness. If there are N layers in a stack, then the electric field in the stack is N times as that of
a single layer of equivalent thickness and so is the output pressure amplitude. The fabrication of multilayer
1-3 piezocomposite stack is tricky as misalignment of pillars could severely affect the performance of the
transducer [26] and poor adhesion of various layers would result in weak structural integrity of the stacks,
which in turn leads to spurious resonances. The 1-3 piezocomposite rings in the stack are in mechanically
series configuration and electrically connected in parallel configuration to reduce the overall electrical
impedance of the transducer.

6. RESULTS AND DISCUSSION

All the transducers are encapsulated using an acoustically transparent material. The transmitting and receiving
performances of these 1-3 piezocompositetonpilz transducers are measured using tone-burst method [27]
under free-field conditions over a desired frequency range. Comparison calibration method with Bruel&Kjaer
Hydrophone Calibration System 9718 is used to determine the transmitting and receiver properties of the
transducers. Hydrophones of type 8104  (Bruel & Kjaer, Denmark) are used as the standards. The measured
Transmitting Voltage Response (TVR) and the Free Field Sensitivity (FFS) response as a function of frequency
are shown in fig. 8 and 9.

Fig. 8.  TVR of prototype transducers
tested in acoustic tank.

Fig. 9. FFS of prototype transducers
tested in acoustic tank



36 Journal of Acoustical Society of India

Regiva Abisekaraj I., Sanjaya Kumar Swain, AVNR Rao, K Trinath,  L.A. Gavane and C. Durga Prasad

TVR, FFS and bandwidth are the most desired parameters of an electro-acoustic transducer required for
underwater weapon systems to achieve higher source level and hence the range, higher data transfer rate
and more options for operating band . Higher and higher values of these parameters are always desirable.
But at the same time it is not possible to get higher values of all these at a particular resonance frequency.
Hence there is always a trade-off between these parameters. The results of the measurement shows  the 3 dB
bandwidth of 9 kHz with a peak TVR of 144.9 dB ref. µPa/V @ 1m. Similarly, the best FFS 3 dB bandwidth
is 6 kHz with a peak FFS of    -174.5 dB ref. V/µPa. The values of TVR and bandwidth obtained are better
than a conventional tonpilz transducer using piezoceramic rings as active elements and FFS is comparable
for same frequency of operation. But the 1-3 piezocompositetonpilz transducers are less in weight and length
for the same frequency and band of operation which is an added advantage for underwater weapon systems
like torpedo where space and weight are critical and stringent.

The variations in the TVR and FFS among the transducers are due to the misalignment of the piezoceramic
pillars in the piezocomposite ring stack which is a very critical factor regarding the output parameters of
transducer. These variations can be minimized and the performance of the transducers can be improved by
ensuring proper alignment of piezoceramic pillars of all the rings.

7. CONCLUSION

Tonpilz transducer to be used in active mode for underwater applications is designed using 1-3
piezocomposite ring with optimum volume fraction of PZT-5H. The same is simulated by ATILA for
underwater elctro-acoustic properties like TVR, FFS and bandwidth. Four numbers of prototype 1-3
piezocompositetonpilz transducers are fabricated and tested in an acoustic tank for the above acoustic
properties over a desired frequency range. There is a scope to improve the performance in terms of amplitude
and bandwidth by ensuring the proper alignment of active PZT rods in all the six rings in each stack.
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ABSTRACT

Noise reduction and control is an important problem in the performance of underwater acoustic
systems. Sound generated by a propeller is critical in underwater detection and it is often related to
the survivability of the vessel especially for military purpose. Detached eddy simulation (DES) is a
suitable method for the simulation of the sound radiation of turbulent flows, providing access to
resolve turbulent scales at minimal computational cost. Experiments are very expensive and time
consuming, so the present paper deals with a complete computational solution for the flow using
Fluent 6.3 software. This paper presents a numerical investigation of unsteady non-cavitating
turbulent flow around a full scale INSEAN E779a propeller consists of four blades of diameter 227
mm with the eddy viscosity model of Spalart and Allmaras and the DES approach. Through this
study, the dominant noise source of the underwater propeller is analyzed, which will provide a
basis for proper noise control strategies.

Spalart and Allmaras eddyviscosity model is able to give an excellent description of the flow, in
terms of both velocity prediction and force coefficients. DES modeling can track the vorticity field
of unsteady fluctuation of the flow for a longer distance and successfully predicts the onset of
instabilities in the wake to predict the noise, with excellent agreement with experiments. To generate
the structural grid with hexahedral cells commercially available grid generation code ICEM CFD
was used. The noise is predicted in the time domain and the flow noise is transformed to the
frequency spectrum using Fast Fourier transform. The flow field is analyzed with DES method and
then the time-dependent pressures are used as the input for Ffowcs Williams-Hawkings formulation
to predict the far-field acoustics. Noise characteristics are presented according to noise sources and
conditions. The receiver position is 1m in downstream of propeller aligned to the propeller shaft.
From noise results it is observed that maximum sound pressure level is at inlet of the propeller is
107.3 dB. Peak sound pressure level values are observed at first blade passing frequency and its
harmonics. The unsteady loading noise is known to be dipole in nature, with a strong radiation
tendency toward the observer on the hub axis. The unsteady loading noise is mainly governed by
irregularities of the fluctuation of surface pressure on propeller blades. Through this study, the
dominant noise source of the underwater propeller is analyzed, which will provide a basis for
proper noise control strategies.

© 2014 Acoustical Society of India
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1. INTRODUCTION

Sound generated by a propeller is critical in underwater detection, and it is often related to the survivability
of the vessels especially for military purposes. The propeller generally operates in a non-uniform wake field
behind the vessel. As the propeller rotates, it is subjected to unsteady force, which leads to discrete tonal
noise, and cavitation. Therefore, underwater propeller noise can be classified into cavitating and non-
cavitating noise. Cavitation of the underwater propeller is the most prevalent source of underwater sound
in the ocean and it is often the dominant noise source of a marine vehicle. Submarines and torpedoes are
usually operated under the deep sea enough to avoid cavitation. The non-cavitation noise of underwater
propeller is numerically investigated in this study. Numerical investigation of unsteady non-cavitating
turbulent flow around a full scale marine propeller is carried out with the eddy viscosity model of Spalart
and Allmaras and the detached eddy simulation (DES) approach.

Steady and even unsteady Reynolds-averaged Navier-Stokes (SRANS and URANS, respectively)
simulations cannot reproduce with sufficient accuracy the wake structures of wide-ranging spatial and time
scales, whereas direct numerical simulations (DNS) of this type of flow are not  feasible before due to the
huge computational costs required. An essential problem in the use of LES is again the high computational
cost required to sufficiently resolve the near-wall region, especially in high-Reynolds number cases. A possible
alternative to LES is the detached-eddy simulation (DES), which is one of the hybrid methods that combine
URANS and LES to obtain realistic solutions of practical high- Reynolds number cases flows at acceptable
computational costs.

2.  LITERATURE REVIEW

Seol et al. [1] analyzed noise prediction using time-domain acoustic analogy and boundary element method.
The flow fieeld is analyzed with potential-based panel method, and then the time-dependent pressure data
are used as the input for Ffowcs Williams Hawkings formulation to predict the farfield acoustics. Seola et al.
[2] presents a numerical study on the non-cavitating and blade sheet cavitation noises of the underwater
propeller. The noise is predicted using time-domain acoustic analogy. The flow field is analyzed with potential-
based panel method, and then the time-dependent pressure and sheet cavity volume data are used as the
input for Ffowcs Williams-Hawkings formulation to predict the far-field acoustics. Yu-cun Pan et al. [3]
source-to-far-field computation procedure aiming at predicting the noise generated by the underwater
propeller was presented. Detached eddy simulation (DES) was used to resolve the unsteady flow field,
which was taken as input data as noise propagation. Far-field sound radiation was performed by means of
Ffowcs Williams-Hawkings (FW-H) equation. The computation procedure was finally applied to a typical
marine propeller, David Taylor Model Basin (DTMB) 4118. The sound pressure and directivity patterns of
this propeller were discussed. Muscari et al. [4] presents the capabilities of numerical simulations with
different turbulence models (RANSE and DES) to predict the complex flow past an isolated propeller have
been assessed.

Pan [5] numerical study is on the acoustic radiation of a propeller interacting with non-uniform inflow
has been conducted. Real geometry of a marine propeller DTMB 4118 is used in the calculation, and sliding
mesh technique is adopted to deal with the rotational motion of the propeller. The performance of the DES
(Detached Eddy Simulation) approach at capturing the unsteady forces and moments on the propeller is
compared with experiment. Far-field sound radiation is predicted by the formation developed by Farassat,
an integral solution of FW-H (Ffowcs Williams-Hawkings) equation in time domain. Jin-Ming [6] presents
the blade frequency noise of a cavitating propeller in a uniform flow is analyzed in the time domain. The
unsteady loading (of a dipole source) and the sheet cavity volume (of a monopole source) on the propeller
surface are calculated by a potential-based surface panel method. Then the time-dependent pressure and
the cavity volume data are used as the input for the Fowcs Williams-Hawkings formulation to predict the
acoustics pressure.
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3. NUMERICAL MODELS

The numerical methods used for simulation of flow field and acoustic prediction are as follows.

3.1 Flow solver
The Navier-Stokes Equations do not only describe turbulent flows but also their sound radiation. A direct
numerical simulation (DNS) of the sound radiation is not possible with available computer resources for the
Reynolds numbers of technical interest. The far-field radiation is then computed by solving integrals over a
control surface based on acoustic analogies. To reduce the computational effort in the source region, the
precise DNS is substituted by less expensive methods such as Large Eddy Simulation (LES) or Detached
Eddy simulation (DES). Both methods rely on modelling the smaller scales while the larger scales are resolved
in space and time. The difference between LES and DES lies in the treatment of the turbulent boundary
layers. The resolution requirements of LES in the near wall region lead to unfeasibly fine grids for higher
Reynolds number flows. DES is a hybrid RANS-LES method that applies RANS to the near-wall region and
LES to separated flow regions, and is aimed at bridging the gap that exists between conventional Remolds
averaged nervier stokes (RANS) and LES methods in terms of computational expense and predictive accuracy.

The Spalart-Almaras model in the RANS and the DES approach is used to model the unsteady fluctuation
of the turbulent flow around a full scale marine propeller. The turbulent flow within the blade is formulated
in a rotating reference frame, the Shear Stress Transport (SST) turbulent model is adopted in this paper. To
predict the flow noise, the pressure and the geometry information of the propeller should be known. Here,
the boundary pressure of the propeller at each time step, the area, and the normal vector are exported from
CFD. Finally, the sound pressure is predicted in the time domain and the flow noise is transformed to the
frequency spectrum using FFT.

Spalart and Allmaras eddy-viscosity model was able to give an excellent description of the flow, in
terms of both velocity prediction and force coefficients. A further aspect that triggered the interest for the
present analysis is the possibility to perform noise predictions based, for instance, on the Ffocws-William
Hawking formulation where the hydrodynamic data are to be used as input for the noise computations.
Unfortunately, a wall-resolved LES seems unpractical owing to the discretization requirements in the
boundary layer region. Consequently, the only feasible approach to this problem seems to be the DES, where
any attempt to directly capture the unsteady dynamics of the flow close to rigid walls is replaced by Remolds
averaged nervier stokes  modeling, while the direct description of the flow in the wake (the detached vortices)
is retained.

The RANS models employed span a wide scale of mathematical complexity, beginning with the one
equation Spalart-Allmaras (S-A) model with Edwards correction. Two-equation models are represented by
the Wilcox k-ω model and linear local realisable k-ω model. The main feature of the DES performed in this
study is that a single turbulence model (a slightly modified version of the S-A model) serves as a statistical
model (i.e., URANS mode) in near-wall regions, and also serves as a subgrid-scale model (i.e., LES mode) in
far-wall regions. Specifically, the nearest-wall-distance 'n' that governs the eddy viscosity in the original S-
A model is replaced in the DES by a new length scale n �defined as

n � = min [n, 0.65∆_max] ∆max= max [∆x, ∆y, ∆z]

where ∆x, ∆y and ∆z denote the size of a control volume (or the grid spacing) in each direction. This simple
formulation of the DES, however, raises an issue concerning the physical interpretation of the 'grey area'
(n≈0.65∆_max), where the operation mode is switched between URANS and LES, and the justification of
this switch solely relies on the disparity in the scales between the attached- and detached-eddies.

3.2 Acoustic prediction

Lighthill proposed the acoustic analogy in the 1950s. Ffowcs Williams-Hawkings (FW-H) generalized the
Lighthill acoustic analogy and included the effects of the general surfaces in the arbitrary motion in 1969.
The FW-H equation is an appropriate tool for predicting the noise generated by the complex motion of the
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solid bodies. Today, almost all deterministic rotor noise predictions are based on the FW-H equation. In
recent years, various solutions were derived or the FW-H equation either in the frequency domain or in the
time domain. In the early 1970s, most noise prediction methods were in the frequency domain because the
time-domain methods generally require powerful computers.

The analytic solutions were obtained for some significant problems using the frequency domain analysis
with some approximation. In the frequency domain analysis, the blade loading is often distributed on the
ideal surface without thickness instead of the true blade boundary surface, and some approximation is also
made for the distance between the noise source and the observer. Farassat developed several formulations
for the solution of the FW-H equation in the time domain. In particular, the formulation is provides a solution
for the monopole and dipole tonal sources for a given geometry, displacement and aerodynamic loading of
the moving bodies. The implementation of this formulation is quite straight forward because the contributions
from each propeller surfaces with different retarded times can be added to form an acoustic wave. The
solutions need an estimation for the retarded times and an accurate representation for the blade loading.

4. NUMERICAL SETUP

Modelling of the propeller is done using CATIA V5R20. In order to model the blade, it is necessary to have
sections of the propeller at various radii. These sections are drawn and rotated through their respective
pitch angles. Then all rotated sections are projected onto right circular cylinders of respective radii as shown
in Fig. 1. Now by using multi section surface option, the blade is modelled. After enclosing the entire surfaces
solid is created as shown in Fig. 2. To generate the structural grid with hexahedral cells commercially available
grid generation code ICEM CFD was used. Fig. 3 shows the computational domain used in the present noise

Fig. 3. Complete domain of the propeller Fig. 4. Grid over the entire domain

Fig. 1. Profile of the propeller blade Fig. 2. Solid model of the propeller
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simulations. The inlet was considered at a distance of 3D (where D is diameter of the propeller is 0.227 m)
from mid of the chord of the root section. Outlet is considered at a distance of 4D from same point at
downstream. In radial direction domain was considered up to a distance of 4D from the axis of the hub. This
peripheral plane is called far-field boundary. The mesh was generated in such a way that cell sizes near the
blade wall were small and increased towards outer boundary.

The numerical simulations have been carried out with a finite volume code method using FLUENT. The
computation being performed in the rotating non-inertial frame of reference, a steady solution was obtained
for the RANSE simulation; for the DES simulation, the solution was computed by including the physical
time derivatives, and the chosen time step was always corresponding to a rotation of one degree for the
propeller for the finer grid. After convergence there are 335454 and 750467 tetrahedral elements are in the
inner volume (propeller volume) and outer volume (far field volume) respectively. The inlet and outlet are
defined as "velocity inlet (6.22m/sec)" and "outflow". Fluid zone in the inner volume is defined as "moving
mesh" and 1800 rpm in x-direction. However, fluid in the outer volume is defined as "velocity inlet (6.22m/
sec)". Fig. 4 shows the grid and boundary conditions applied over the entire domain of the propeller. The
reference pressure used for present simulations is 1?Pa and the frequency range is 0 to 800 Hz. The meshes
of the propeller are physically rotated, and the time step is 0.0002s with a total simulation time of 10s.

5. RESULTS AND DISCUSSION

As to the question regarding the need of a (very CPU expensive) DES simulation with respect to a much
faster RANSE approach. The results from the unsteady DES computation are presented to the field obtained
by averaging 3600 instantaneous fields (i.e. 10 revolutions). In the unsteady force on the propeller surfaces
are discretized by a number of tetrahedral elements. The strength of the noise source on each propeller
surfaces is assumed to be constant. The contributions from each propeller surface with different retarded
time can be added to form an acoustic wave. The acoustic pressure history in the observer's time is then
formed. The time history of the acoustic pressure is transformed into the noise spectrum in the frequency
domain through Fourier transformation. The receiver position is 1 m in downstream of propeller aligned to
the propeller shaft. From these results it is observed that maximum sound pressure level is at inlet of the
propeller is 107.3 dB. Fig. 5 shows the noise prediction graphs at inlet. Fig. 5 clearly shows that peak sound
pressure level values are observed at rotational frequency (30 Hz), first blade passing frequency (120 Hz)
and at the second order harmonic and these are predominated at low frequency only. The unsteady loading
noise is known to be dipole in nature, with a strong radiation tendency toward the observer on the hub axis.
The unsteady loading noise is mainly governed by irregularities of the fluctuation of surface pressure on
propeller blades. Through this study, the dominant noise source of the underwater propeller is analysed,
which will provide a basis for proper noise control strategies.

Fig. 5. Noise prediction graph at inlet of propeller
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6. CONCLUSION

The non-cavitating noise generated by underwater propeller is analyzed numerically in this study. The non-
cavitating turbulent flow around a full scale marine propeller is simulated with the Spalart and Allmaras
and the DES (Detached Eddy Simulation) approach. For non-cavitation noise prediction, Ffowcs Williams-
Hawkings equation is adopted in the form proposed by Farassat. This DES method is suitable for modelling
of the vorticity field of unsteady fluctuation of the flow for a longer distance. The DES method allows to
capture the tip vortices evolution as long as the mesh is reasonably refined with a good qualitative and
quantitative agreement with experiments.
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ABSTRACT

Intonationrefers to distinctive patterns of vocal melody. Supra-segmental aspect of speech is
multifaceted and has many features like pitch, loudness, duration and pauses and components like
intonation, tempo, stress and rhythm. The melodies of speech are related to virtually all levels of
verbal communication, including emotional expression, pragmatics, and syntactic structure. On
the acoustic level, melody patterns result from linguistically significant changes in the fundamental
frequency (f0) of the voice. Intonation providesinformation regarding discourse; attitudes, intentions
and speech register. These can be distinguished based on some typical pitchcharacteristics such as
rise or fall of FO, terminal FO counter and overall contour. It is well evidenced that many individuals
with communicationimpartment due to hearing and neurological disorders and autism have
difficulty inproducing the intonation pattern. Intonation patterns have been considered as an
important area of research in children with autism. The present study was attempted to compare
the imitated utterance in response to clinician and caretaker. A total of 30 children with Autism
(verbal type), aged 4-9 years, served as participants. Children with any identified genetic disorder,
sensory deficit, severe motor deficit, associated mental retardation (IQ <70), were excluded. A list
of five spontaneous daily utterances (Good morning, Good afternoon, Thank You, Bye bye,
Goodnight) was presented to elicit responseafter the clinician as well as caretaker utterances. All
the utterances were recorded with PRAAT (version 5.3.30) software through a computer. The
utterance samples were grouped as after clinician, after caretaker, and then analyzed acoustically
using PRAAT. The factors analyzed were Mean pitch, Median, Minimum pitch, Maximum Pitch.
Further, the intonation pattern for each utterance was also noted for rising, falling, fall rising and
rise falling pattern.In these autistic children undergoing speech language therapy and home training,
the generalacoustical parameters of the echolalic of the everyday utterance did not differ
significantlybetween the clinician and parental presentation. However the pitch range exceeded
mean 100Hzfor all utterances, similar is the study in agreement with some of the recent studies
studying theimitation of prosodic patterns. The intonation contours were predominately rising
pattern and to alesser extent rise falling. The present study indicates that the intonation contours
mentionedabove are significantly different for clinician and caretaker presentation. It is possible
that the autistic children may experience poor sensoryexpressive particularly auditory and this
may affect the development of intonation.

© 2014 Acoustical Society of India
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1. INTRODUCTION

Intonationrefers to distinctive patterns of vocal melody(Crystal,1991). Suprasegmental otherwise termed
prosody of speech is multifaceted. It is not a single homogenous entity, but has many features like pitch,
loudness, duration and pauses and components like intonation, tempo, stress and rhythm (Crystal, 1981).The
melodies of speech are related to virtually all levels of verbal communication, including emotional expression,
pragmatics, and syntactic structure.

On the acoustic level, melody patterns result from linguistically significant changes in the fundamental
frequency (f0) of the voice.

Many studies have indicated that intonation providesinformation regarding discourse; attitudes,
intentions and speech register(Crystal, 1982). These can be distinguished based on some typical
pitchcharacteristics such as rise or fall of FO, terminal FO counter and overall contour (Hargrove, 1994).

It is well evidenced that many individuals with communicationimpartment due to hearing and
neurological disorders and autism have difficulty inproducing the intonation pattern.Diehl and Paul (2012)
have listed some studies which have acoustically analyzedecoholalic, imitation and spontaneous speech in
conversation and narratives inchildren, adolescent and adults with ASD. Important prosodic difference was
foundin the variance of fundamental frequency (f0), duration of syllables and prosodiccontours. A good co-
relation between acoustic features and perception have beenreported, such differences may signal detection
and diagnosis of ASD (Oller et.al, 2010).Shardaet, al (2010) have studied the intonation patterns of children
with ASDand found developmental difference.

Intonation patterns have been considered as an important area of research in children with autism. The
present study was attempted to compare the imitated utterance inresponse to clinician and caretaker.

2. METHODOLOGY

A total of 30 children with Autism in the age range of 4-9 years were recruited from schools for autism
(NGOs) of Hyderabad and Secunderabad cities. All the children with Autism were verbal and had been
diagnosed as per Clinical diagnosiscriteria provided in Diagnostic and Statistical Manual of Mental Disorders-
Fourth Edition- Text Revision (DSM-IV-TR; American Psychiatric Association). Children with any identified
genetic disorder, sensory deficit, severe motor deficit, associated mental retardation i.e. (IQ <70), were
excluded.

The assessment tool used in the present study was a list offive spontaneous daily utterances.

Good morning,  Goodafternoon, Thank You, Bye bye, Goodnight

Each child was asked to repeat after the clinician as well as caretaker utterances. All the utterances were
recorded with PRAAT (version 5.3.30) software through a computer. The utterance samples were grouped
as after clinician, after caretaker, and then analyzed using PRAAT. The factors analyzed were Mean pitch,
Median, Minimum pitch, Maximum Pitch. Further, the intonation pattern for each utterance was also noted
for "rising, falling, fall rising and rise falling" pattern.

3. RESULTS & DISCUSSION

3.1 Acoustical parameters

The responses to the clinician response were compared with response to the caretaker response. All the
pitch parameter were similar in both response and statistically was not significant.Overall it can be seen that
the pitch values did not differ in the echolalic/repetitive response ,when imitating clinician or caretaker .So
this generally points to the fact that autistic children echolalic utterance are independent of the presenters.This
is generally in agreement with previous assumptions that autistic children expressions are monotonous  and
lack the emotional context.
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GROUP N Mean Std. Deviation t-value

clinician 30 297.45377 62.703667 -1.442

care taker 30 321.84393 68.211151

clinician 30 299.59043 55.039773 -1.457

care taker 30 321.67487 62.142376

clinician 30 401.69793 71.403866 .055

care taker 30 400.69793 69.667574

clinician 30 232.21947 56.793336 -1.387

care taker 30 252.47405 56.309733

Table 3. Pitch parameters for the stimulus "thank you".

Median

Mean

Max

Min

GROUP N Mean Std. Deviation t-value

clinician 30 301.9624 58.54602 .652

care taker 30 291.9301 60.56168

clinician 30 311.36923 54.566436 .726

care taker 30 300.49237 61.224791

clinician 30 407.63730 68.809072 -.017

care taker 30 407.92943 66.374210

clinician 30 257.36343 60.006788 .888

care taker 30 242.47353 69.497376

Table 2. Pitch parameters for the stimulus "good-afternoon".

Median

Mean

Max

Min

GROUP N Mean Std. Deviation t-values

clinician 30 281.0408 70.42516 -1.4930

care taker 30 307.9569 69.24271

clinician 30 291.43223 77.388840 -.895

care taker 30 308.24760 67.909016

clinician 30 368.13183 99.579098 -.895

care taker 30 391.01250 98.380135

Clinician 30 238.70503 59.292753 -.155

care taker 30 240.97640 54.252571

Table 1. Pitch parameters for the stimulus "goodmorning.

Median

Mean

Max

Min

3.2 Intonation patterns

It was observed frommajority of the intonation contours are rising pattern in both stimulus presentation so
it can be concluded that rising intonation contours is the most frequently used. It is generally seen that rising
intonation contours is associated with question intonations.

The present study was attempted to look at the echolalic responses of the autistic children. In agroup of
Indian children undergoing speech language therapy and home training the generalacoustical parameters
of the echolalic of the everyday utterance did not differ significantlybetween the clinician and parental
presentation. However the pitch range exceeded mean 100Hzfor all utterances, similar is the study in
agreement with some of the recent studies studying theimitation of prosodic patterns for e.g. Diehl and paul
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good afternoon intonation Total

fall rise falling rising

Count 2 2 26 30

% within GROUP 6.7% 6.7% 86.7% 100.0%

Count 2 2 26 30

% within GROUP 6.7% 6.7% 86.7% 100.0%

Count 4 4 52 60

% within GROUP 6.7% 6.7% 86.7% 100.0%

Table 6. Group performance on the intonation contours for stimulus "good afternoon".

Clinician

GROUP

care taker

Total

GROUP N Mean Std. Deviation t-value

clinician 30 285.759067 52.87941847 0.675

care taker 30 275.044533 69.32855535

clinician 30 294.015367 54.01115337 0.537

care taker 30 285.7158 65.01827807

clinician 30 397.540533 76.91288464 -0.278

care taker 30 403.1955 79.59542026

clinician 30 210.6111 68.94781484 0.176

care taker 30 207.480067 68.22812399

Table 5. Pitch parameters for the stimulus "good night ".

Median

Mean

Max

Min

GROUP N Mean Std. Deviation t-value

clinician 30 283.7885 67.23822 -.612

care taker 30 296.7796 94.82599

clinician 30 294.90917 66.699075 -.508

care taker 30 304.57233 79.993890

clinician 30 367.70097 91.779725 -1.709

care taker 30 409.96470 99.576139

Clinician 30 238.6240 56.56708 -1.801

care taker 30 208.7385 71.17043

Table 4. Pitch parameters for the stimulus "bye bye ".

Median

Mean

Maximum

Minimum

Fig. 1 & 2.  Intonation patterns for good afternoon; thank you.
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(2012), found that the ability of children andadolescent with ASD to imitate prosodic patterns were
significantly poor when compared with agroup learning disability and typically developing group. The
intonation contours were predominately rising pattern and to alesser extent rise falling. The present study
indicates that the intonation contours mentionedabove are significantly different for clinician and caretaker
presentation. Although there are nostudies using similar method some support can be found in the
Sharada(2010) study in which thedevelopment of pitch patterns of speech in autism was studied, this study
did point to a distinctpattern of the pitch contours in the speech of autistic children Snow and Ertmer (2011)
whilestudying development of intonation in cochlear implant have reported that the intonationdevelopment
of children with CI is markedly different compared to normal hearing children.They reported that it is
possible some intonation patterns can be acquired even with robustauditory experience .it is possible that
the autistic children may experience poor sensoryexpressive particularly auditory and this may affect the
development of intonation.
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Fig. 3. Intonation patterns for bye-bye.
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ABSTRACT

The first arrival time of a monotonically propagating front (wave front or shock front) in an
inhomogeneous medium at rest satisfies the well-known eikonal equation. Geometrical acoustics
theory based on ray tracing method is the classical way to obtain the solution of the eikonal equation.
This is basically a characteristic method, where the front folds and develops cusp type of
singularities. In many practical situations, this solution is not physically realistic and therefore
motivates the need of interpreting the solution in the weak sense, called the viscosity solution.  As
there is no exact method for obtaining viscosity solution to the eikonal equation, numerous numerical
methods have been developed. Among these methods, the fast marching method is the most efficient
method with respect to the computational time, and also stable for isotropic problems, where the
characteristic direction coincides with the normal direction of the front.  Thus, the fast marching
method is not suitable for studying front propagation in a medium filled with moving fluids, for
instance sonic boom propagation in the windy atmosphere.   In such applications, the governing
equation involves a convective term incorporating the ambient flow effect on the propagating front,
which results in an anisotropic eikonal equation. The fast marching method needs to be appropriately
modified for the anisotropic eikonal equation in order to obtain accurate numerical results.  Recently,
we have developed a characteristic based fast marching method for the anisotropic eikonal equation
in moving medium, called the Characteristic Fast Marching Method. In the present work, we briefly
demonstrate the algorithm of our method. We show numerically that our method captures the
viscosity solution of the anisotropic eikonal equation by comparing the numerical results of the
method with the approximate solution obtained using ray tracing method. We finally consider an
idealistic situation, where we apply our method to study the first arrival time of the leading shock
front generated by a supersonic aircraft moving with a constant speed over a horizontal flight
path.

1. INTRODUCTION

The anisotropic eikonal equation (also called the generalized eikonal equation) governing the first arrival time
T = T(x) of a front (wavefront or a shock front) is given by

2 2
2

1
(1 . ) ,T v T

c
∇ = − ∇ (1)
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where c = c(x) is the ambient sound speed, v = v(x) is the ambient flow velocity, and x =(x1,x2) denotes a two
dimensional vector. The term (v.∇Τ)  represents the effect of the ambient flow in the equation. When the
ambient medium is at rest, we have v = 0 and the above equation reduces to the well-known (isotropic)
eikonal equation.  The wave propagation in moving media was earlier studied by Blokhintzev [1], where a
derivation for Eq. (1) is presented.  The derivation of Eq. (1) was also given by Pierce [2], where the author
obtained a concise form of the linear wave equation in moving media.  Heller [3] derived Eq. (1) when the
propagating front is a shock front.  For an extensive review of the literature on wave propagation in moving
media, we refer to Ostashev [4].

A classical method for solving Eq. (1) is the well-known ray tracing method (see Pierce [5]), where the
solution of Eq. (1) is obtained by tracing ray trajectory of each point on the front T(x) = t (t = constant) using
the Hamiltonian system (characteristic system of ordinary differential equations)

2

2

1

x s
v,  

1 v s

1 v s
, 1,2,ji

j
ji i

d c
dt

vds c
s i

dt c x x=

= +
− ⋅

∂⎛ ⎞− ⋅ ∂= − + =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
∑

(2)

where s = ∇Τ.  Exact global smooth solution of the system of Eqs. (2) can be obtained in some special cases
(for instance, see Kornhauser [6]).  However, in certain ambient media, the rays may converge and form a
caustic region beyond which the propagating front folds and develops singularities. Therefore we cannot
expect, in general, a smooth solution of Eq. (1).  In such circumstances, we need to interpret the solution of
Eq. (1) in a weak sense called viscosity solution as suggested by Crandall and Lions [7]. Viscosity solution of
Eq. (1) cannot be computed explicitly and we need to look for a numerical method to obtain an approximation
to this solution.  Sethian [8] developed an efficient method called the fast marching method for the isotropic
eikonal equation. This method becomes unstable when directly used for Eq. (1) without any change.  This is
because, the method intrinsically assumes that the characteristic direction coincides with the normal direction,
which is not the case for Eq. (1).  Sethian and Vladimirsky [9] developed an ordered upwind method for a
general anisotropic Hamilton-Jacobi type equations in which Eq. (1) is a particular case.  But their method is
more complicated to implement for Eq. (1) and also the scheme may become unstable in certain situations.
Recently, Dahiya et. al. [10] showed that the fast marching method becomes unstable in computing numerical
solution of Eq. (1) when the ambient velocity v is sufficiently strong. They also showed that the ordered
upwind algorithm cannot not be used directly for Eq. (1), which clearly shows the need for a suitable
modification in the method.  They developed a characteristic based fast marching method, called by them as
the Characteristic Fast Marching Method (CFMM), where the upwind direction is obtained by locally obtaining
the characteristic direction using the ray tracing system Eq. (2).

Geometrical acoustic theory with Whitham's theory of shock dynamics is widely used in the study of
sonic boom propagation (see the recent work by Berci and Vigevano [11] and the references therein).  Baskar
and Prasad [12] developed a new method based on shock ray theory, where they developed a one-parameter
family of Cauchy problems to obtain the structure of the sonic boom emerging from an accelerating supersonic
aircraft flying in a homogeneous quiescent medium over a curved path.  In the present article, we are interested
in applying the CFMM for Eq. (1) to study the first arrival time of the leading front created by a supersonic
aircraft moving in the atmosphere.

In Section 2, we briefly present the narrow band algorithm for the CFMM.  To validate the method, we
give an example in Section 3, where the external velocity v is not axis-aligned and the initial front is taken to
be planar parallel to the y-axis.  We compare the numerical results obtained using the characteristic fast
marching method with the numerical solution of the ray tracing system (Eq. (2)).  In Section 4, we apply our
method to study the first arrival time of the leading shock front generated by a supersonic aircraft moving
with constant speed over a horizontal flight path.  Here, we study the propagation of the shock front in an
idealistic situation where the near field medium is assumed to be homogeneous and quiescent, and after a
sufficiently large distance, we take the medium to be inhomogeneous and moving with constant external
velocity.
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of how to choose these discretization parameters remains open. In the transonic or supersonic cases, CFMM
does not work and a suitable modification of the method in such cases remains open.

4. OBLIQUE FRONT PROPAGATION

In this section, we consider an aircraft moving with a constant supersonic speed over a horizontal path. We
assume an idealistic situation, where the leading shock front emerging from the aircraft propagating through
a homogeneous quiescent medium encounters an inhomogeneous moving medium as shown in Figure 2.

We consider an inhomogeneous anisotropic medium where there is a cavity (with lesser sound speed)
in the sound speed.  This situation can occur in the present application, where the shock front propagates in
the cloudy atmosphere. In this example we apply the CFMM to Eq. (1) with sound speed having an elliptic
cavity given by

( ) ( )2 2( , ) 2.5 0.4 0.8exp 10( 0.9) exp 20( 0.55)c x y y y x= − − − − − −

and the ambient fluid velocity is taken to be v = (-0.2,-0.2).

Fig. 2. Schematic diagram of the
 physical problem.

Fig. 3. First arrival time of the oblique shock front
computed using CFMM. The  ackground color

epresents the sound  peed.

An oblique front touches the computational domain [-0.5,2]×[-0.5,1.5] at the point (-0.5, 1.5) making an angle
of 45° to the x-axis.  The first arrival time is computed using the CFMM, which are depicted in blue solid line
in Figure 3. The computation is performed with  (∆x ∆y) = (0.0025,0.002), that is, with 1001 grid points both
in the x- and the y-coordinates. As the planar front propagates through the elliptic cavity, where the sound
speed is low, it bends and eventually focuses. The rays intersect and form a caustic region. Equivalently, the
front obtained using ray tracing method folds and becomes multi-valued (not shown in the figure).  Since,
the CFMM captures the viscosity solution, this multi-valued part is not appearing in the computational
result, but we can observe a point singularity on the front.

5. CONCLUSION

An accurate and robust numerical method based on the characteristic direction of the anisotropic eikonal
Eq. (1) has been deviced to compute the first arrival time of a front propagating in an inhomogeneous moving
fluid. A comparison study shows that the method captures the viscosity solution of Eq. (1). This method has
been used to find the first arrival time of the leading shock front emerging from a supersonic aircraft moving
with a constant speed over a horizontal path.
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Acoustic Absorption Characteristics of Fibrous Materials

The aim of this article was to explore and analyze the effect of different factors on the absorption of coir fiber.
The experimental results were compared by the analytical techniques employing Johnson-Allard rigid frame
model. It was found that the analytical method can provide a well consistent agreement with the experimental
results. Factors that may have positive or negative effect are elaborated in this study. It describes how the
physical elements of coir fiber absorber panel can change the absorption behavior. Results obtained show
that layer thickness and fiber diameter have a significant effect on the absorption, whereas bulk density does
not have any considerable effect. In addition, an example is presented in order to show the approaches of
enhancing the absorption utilizing the advantage of modification in the physical elements. It exhibits that
properly chosen fibers along with suitable amount of bulk density can increase the absorption for the same
layer thickness. It indicates that these analyses can be powerfully exploited to improve the absorption of coir
fiber and at the same time maintain a reasonable thickness which would be very efficient for limited space
structure. Moreover, these results can serve as a guideline for the future implementation of acoustic absorber
using naturally collected coir fiber.

In practical application, most of the sound absorbing products used in the building construction industry
consist of synthetic materials. Because of the dominance of these materials in the commercial market, the
study of alternative materials has been limited.  The study of the acoustical performance of natural substance
coir fiber material is important to use it efficiently in applications such as transportation sector, buildings,
automotive interior noise, wall lining, room interior surface, muffling system etc. Market demands increases
for porous absorbers with the aspirations like lower frequency absorption ability, wide band frequency
absorption capacity, thin structure for limited space absorber, specific acoustic absorption spectrum and low
cost materials. To achieve these divergent targets and make an optimized absorber using a porous material,
it is important to truly understand the relationship between the chemistry, structure, morphology and physical
properties of an individual technology concerns to porous material. Therefore, modeling the coir fiber and
exploring the effect of different physical and non physical elements on the absorption coefficient is vital and
inevitable, since acoustic absorption characteristics have to be enhanced and optimized for commercial use.
The main objective of this study is to analyze the effect of different factors on the absorption of coir fiber using
the Johnson-Allard rigid frame model.

Mahavir Singh
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ABSTRACT

In order to focus ultrasound in air, generally, a focused transducer or a transducers array with
beamforming are used. We have recently shown that it is possible to focus acoustic waves in air
with a thin square plate using time reversal process. This device allows focusing the acoustic waves
with a small number of transducers. The contrast of focusing is enhanced proportionally to the
square root of the number of modes of the plates. This can be made, for example, by drilling an
array of resonant blind holes in the plate. Near the first frequency resonance of the blind holes, the
dispersion relation of a phononic crystal composed of a plate with blind holes has flat bands along
all the principal directions of the Bloch wavenumber. This means that there are localized modes
inside the blind holes, so we can expect a local augmentation of the eigenmodes of this plate near
these flat bands. The question is: can we determine the increase of modes of a plate with blind
holes? In order to do that, we have studied the cumulative eigenmodes as a function of the frequency
of simple plates and plates with blinds holes using ComsolMultiphysics. The cumulative eigenmodes
of a simple plate increase linearly with the frequency and analytical formula of this increase can be
found in the literature. For the plate with blind holes, there is local augmentation of the cumulative
eigenmodes around the resonances of the blind holes. However, they increase linearly between
these resonances with the same slope which is greater than the case of the simple plate with same
thickness. This means that this plate behaves like an effective plate with a lower flexural rigidity.
Considering that the plates are made with a unique material (because the blind holes are drilled
into the plate), the Young's modulus, the Poisson's ratio and the mass density of the effective plate
are identical to the ones of the initial plate. So the only property remaining is the effective
thickness.This effective thickness has been deduced numerically by minimizing the error between
the analytical curve of the cumulative eigenmodes and the one obtained with ComsolMultiphysics.
It appears that the effective thickness is defined by the average of the mean thickness of the plate
and the thickness defined by the mean flexural rigidity. On all our simulations this effective thickness
differs from the one obtained numerically by less than 3%. Moreover, the local augmentation of the
eigenmodes around the resonances of the blind holes has been calculated and is roughly equal to
the number of blind holes. With these results we are able to predict the augmentation of the
cumulative eigenmodes as a function of the frequency for a plate of any shape with a regular or
random array of blind holes.

1. INTRODUCTION

Acoustic focusing is widely used in medical imaging or non-destructive evaluation. In order to focus

© 2014 Acoustical Society of India



60 Journal of Acoustical Society of India

Dubois Jérôme and IngRosKiri

ultrasound in air, generally, a focused transducer or a transducers array with beamforming are used. We
have recently shown that it is possible to focus acoustic waves in air with a thin square plate using time
reversal process [1].With this device,it is possible to focus acoustic waves with a small number of transducers
but with a non optimal contrast level.

The contrast of focusing is enhanced proportionally to the square root of the number of modes of the
plates [2]. So the contrast of focusing can be improved by drilling an array of resonant blind holes in a plate
for example. Indeed, the dispersion relation of a phononic crystal composed of a plate with resonant blind
holes has flat bands nearthe first frequency resonance of the blind holes,along all the principal directions of
the Bloch wavenumber.This means that there are localized modes inside the blind holes, so we can expect a
local augmentation of the eigenmodes of this plate near these flat bands. Moreover the flexural rigidity of
the phononic crystal seems to be lower than the one of a simple plate [1].

The goal of this paper is to predict the augmentation of eigenmodes of a plate with blind holes compared
to a regular thin plate. In order to do that, we first study the cumulative eigenmodes of different regular and
drilled plates. It appears that the cumulative eigenmodes of plates with blind holes increase linearly with
the frequency such as for the regular plates, expect in the vicinity of the resonances of the blind holes. Then
we extract an empirical expression of the effective thickness of an equivalent plate which has the same
cumulative eigenmodes behaviour. Moreover we determine the local augmentation of the eigenmodes due
to the resonances of the blind holes.

2. NUMBER OF EIGEN MODES IN A PLATE

In this section, we present the evolution of the cumulative eigenmodes in a plate for different geometries,
areas and types of plates. The two geometries consider here are square plates and chaotic cavities which
consist in a disk with one segment cut off (Fig. 1). These plates can be regular (plate with the same thickness
everywhere) or with blind holes drilled into them. In a first part, we present an analytical expression of the
cumulative eigenmodes in a regular rectangular plate. Then we compare this formula with the cumulative
eigenmodes obtained by numerical simulations made with COMSOL. After, we look at the evolution of the
cumulative eigenmodes for plate with a periodic or random array of blind holes.

2.1 Regular plates

2.1.1 Theory

We consider here the flexural vibrations of a plate using the Kirchhoff theory. The flexural wave equation of
motion of a plate of thickness h0 is given by:
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r is the flexural rigidity of the plate,E, ν and ρ are the Young's modulus,

the Poisson's ratio and the mass density of the plate respectively. The equation (1) leads to the dispersion
relation:
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where ω is the angular frequency. In this case, Xieet al. [3] have shown that the cumulative eigen-modes N(k)
of a rectangular plate of length L and width l, with free boundary conditions, is given by:
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whereδ is a corrective constant.
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2.1.2 Numerical results

Numerically, the cumulative eigenmodes are obtained using the Mindlinplate's model of the software
COMSOL. The two geometries studied here are presented in the figure 1. We consider a Duralumin plate of
thickness h0=1 mm with a Young's modulus, a Poisson's ratio and a mass density equal to 74 GPa, 0.33 and
2790 kg.m-3 respectively. We have determined the cumulative eigen-modes of these plates for three different
areas: A1=0.01 m2, A2=2.25 A1 and A3=4 A1 . These areas correspond to L1=100 mm, L2=150 mm and L3=200
mm respectively for the square plate and R1=62.9 mm, R2=94.35 mm and R1=125.8 mm respectively for the
chaotic cavity.

Fig. 1. Geometry of the plates: the square plate (left) and the chaotic cavity (right).

Fig. 2. Cumulative eigenmodes of the plates of area A1 (green), A2 (blue) and A3 (red), a: obtained
numerically (solid lines) and analytically (dotted lines);b: obtained numerically

for the square plates (solid lines) and for chaotic cavities (dotted lines).

The cumulative eigenmodes obtained with COMSOL and with Eq. (3) are reported on Fig. 2.a, they
increase linearly with the frequency. The value of ? is found to be roughly equal to four by minimizing the
square relative error between Eq. (3) and the numerical results, without taking into account the static
eigenmodes of the plates. The analytical formula fits very well with the numerical curves, the relative error
is less than 5% (except at very low frequency). We can notice that both the analytical formula and the numerical
results count two eigenmodes when there are degenerative modes.

The cumulative eigenmodes of the square plates and the chaotic cavities are represented on Fig. 2.b. It
seems that the evolution of the cumulative eigenmodes of regular plate does not depend on the shape of the
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plate but only on the surface and boundary conditions when the degenerative modes are count. So we can
predict the cumulative eigenmodes of a chaotic cavity with the Eq. (3) considering = =L l A .

2.2 Plates with blind holes
We now study the evolution of the cumulative eigenmodes of plates in which there aren blind holes of
radiusa=5.5 mm and thickness h1=0.1 mm arranged periodically or randomly (Fig. 3). There are n1=25, n2=49
and n3=100 holes in the plate of area A1, A2 and A3 respectively. This kind of blind holeshas a monopolar
resonance at f=8.2 kHz and a dipolar resonance at f =16.4 kHz [1].

It has been shown that the dispersion curve of a phononic crystal composed of a square array of blind
holes presents flat bands at the first frequency resonance of the blind holes, which means that there are
localized modes in the holes at this frequency [2]. This is confirmed with the cumulative eigenmodes of our
plates because the curves have a jump in the vicinity of the monopolar and dipolar resonances (Fig. 3). One
can notice that the jump is more important at the dipolar than at the monopolar resonance.

Except in the vicinity of the resonances, the cumulative eigenmodes increase linearly with the frequency
and with the same slop everywhere. Moreover this slop is more important than the one of a regular plate
with the same area (figure 3.a), this means that the flexural rigidity of the plate with holes is lower than the
one of the simple plate. So, at low frequency, it should be possible to determine an equivalent plate which
has the same cumulative eigenmodes than a plate with scatterers (except for the jumps at the frequency
resonances).

The cumulative eigenmodes do not depend on the arrangement of the holes (Fig. 3.b), but the mode
density of the random arrangement is smoother than the one of the periodic array. Moreover the degeneration
of the eigenmodes is broken by the random arrangement of the blind holes. We do not show it here, but we
have the same results for chaotic cavities.

Fig. 3. Numerical cumulative eigenmodes of the platesof area A1 (green), A2 (blue) and A3 (red), a:
regular plates (dotted lines) and plates with a periodic array of blind holes (solid lines);

b: plates with a periodic (solid lines) or random (dotted lines) array of blind holes.

3. PREDICTION OF THE CUMULATIVE EIGENMODES

3.1 Effective thickness

As we have seen in the previous section, the flexural rigidity of the plate with blind holes seems to be lower
than the one of the simple plate. The question is: is it possible to determine the effective properties of the
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Fig. 4. Effective thickness versus concentration, comparison between

( )mt mfr
eff eff eff 2= +h h h  (black line) and numerical results (red crosses).

plate with scatterers? Considering that the plates are made with a unique material (because the scatterers
are drilled into the plate), the Young's modulus, the Poisson's ratio and the mass density of the equivalent
plate are identical to the ones of the initial plate. So the only property remaining is the effective thickness. In
order to determine this thickness, we have counted the eigenmodes of different plates with different numbers
and geometries of blind holes. A priori, the effective thickness can be the mean thickness of the plate:

( )mt
eff 0 11 ,= − +φ φh h h (4)

orit can be the thickness which defines the mean flexural rigidity of the plate:

( )mfr 3 33
eff 0 11 ,= − +φ φh h h (5)

or even the one which defines the mean wavenumber in the plate:
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Empirically we have found that the effective thickness is the mean of mean thickness and the thickness

which defines the mean flexural thickness: ( )mt mfr
eff eff eff 2= +h h h . The comparison between this expression and

the effective thickness obtained numerically by minimizing the square relative error between Eq. (3) (we
minimize the quadratic error by tuning the value of h in Eq. (3)) and the numerical cumulative eigenmodes
is presented in Fig. 4 for various concentrations while kipping h0=1 mm and h1= 0.1 mm. This process is
made on the first linear part of the cumulative eigen-modes, before the first jump of the curves. Our expression
of the effective thickness is accurate (the relative error is less than 3%) except at very high concentration.

3.2 Increase of the eigenmodes in the vicinity of the holes resonances

We have seen in Section 2 that the slop of the cumulative eigenmodes of a plate with blind holes is the same
everywhere except in the vicinity of the resonancesof the holes. Moreover, numerically or analytically we
can determine the effective thickness of the plate. So before the monopolar resonance, the cumulative
eigenmodes can be expressed by Eq. (3) and between the monopolar and the dipolar resonance they can be
expressed by Eq. (3) plus a constant (considering h=heff in Eq. (3)). This constant is equal to the increase of the
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eigenmodes due to the holes monopolar resonance. The same process can be applied after the dipolar
resonance in order to determine the increase of the eigenmodes due to the dipolar resonance. By doing this
for different number of blind holes in a plate with constant area, we access to the increase of the eigenmodes
as a function of the number of holes as we can see in Fig. 5.a for a plate of area A3 with different number of
blind holes of radius a=2.5 mm and thickness h1=0.1 mm. The increase of eigenmodes can be expressed as a
linear function of the number of holes n: N(n) = Y1n+Y2   where the increase factor Y1 is close to 1 (for the mo-
nopolar resonance) or 2 (for the over resonances) and Y2 is a small corrective constant.

By determining the increase factor for different types of blind holes, it appears that this factor decreases
with the ratio h1/h0 (Fig. 5.b):

2

1 1
1

0 0

11,73 0.65 0.99,
⎛ ⎞

≈ − + +⎜ ⎟
⎝ ⎠

h h
Y

h h (7)

for the first resonance. This is probably due to the fact than the more the ratio   increases, the more the
resonance is flat. So there is maybe a coupling of the resonances of different holes.

Fig. 5. a: increase of eigenmodes due to the monopolar (black) and dipolar (red) resonances, numerical
simulation (cross) and linear interpolation (solid line); b: increase factor Y1 versus h1/h0,

numerical simulation (red cross) and quadratic interpolation (black line).

4. CONCLUSION

The increase of cumulative eigenmodes of different types of thin plates has been investigated: regular plates
and plates with a periodic or random array of blind holes. It appears that the cumulative eigenmodes do not
depend on the shape of the plate and on the arrangement of the blind holes. Moreover, for regular plate, the
cumulative eigenmodes are well defined by the formula given by Xieet al. [1] and they increase linearly with
the frequency.

When there is an array of blind holes, there is local augmentation of the cumulative eigen-modes in the
vicinity of the resonances of the holes. Except in these frequency bandwidths the cumulative eigenmodes
still increase linearly with the frequency with a greater slop than in the case of regular plate. This means that
this kind of plate can be described by an equivalent plate which has the same mechanical properties but with
a weaker effective thickness.
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This effective thickness is determined numerically by minimizing the square error between the formula
of Xieet al. [1] and the numerical cumulative eigenmodes. It appears, empirically, that this effective thickness
is given by the average between the mean thickness of the plate and the thickness defined by the mean
flexural rigidity of the plate.

The local augmentation of the cumulative eigenmodes is also determined. It appears to be roughly
equal to the number of blind holes in the plate for the monopolar resonance and twice this number for the
other resonances.
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ABSTRACT

The investigation results of new developed high resolution ultrasonic tomography system
(Acoustical Tomography device (AT)) are discussed in present paper. The developed system
represents the mobile and compact device aimed for nondestructive testing of surfaces and inner
structures of metal objects. The system allows creating the A, B, and C - scans of investigating
objects by means of mechanical scanning on X and Y coordinates, when Z coordinate is directed in
parallel to the ultrasound velocity vector. The space resolution of designed system is 10 micrometers
with working frequency 100 MHz.

1. INTRODUCTION

There are sufficient amount of scientific and technical tasks that require the necessity of inner structure and
surfaces of objects investigation. The ultrasonic methods are very promising and widely used for such
application. Most attractive in between of known methods is that, that allows building of three-dimensional
(3D) images of investigating objects. In our recent publications [1-5] we have discussed the possibility of 3D
holographic images recreation by means of application of complicated acoustical field created by multielement
array of piezoelectric transducers. In paper [6] we also declared about creation of new high resolution system
for 3D image capturing and reconstruction. In present paper we want to discuss more in detailed about this
system..

2. TOMOGRAPHY SYSTEM DESIGN

The ultrasonic tomography system consists of three main blocs (see Fig. 1): the measuring block; the electronic
block, and the personal computer. The system allows creating the A, B, and C - scans of investigating objects
by means of mechanical scanning on X and Y coordinates, when Z coordinate is directed in parallel to the
ultrasound velocity vector. Short electrical pulse generated by electronic block is directed to electro - acoustical
transducer of acoustical objective in which the electrical signal transforms to acoustical short pulse. The
acoustical objective is designed in such a way that the acoustical pulse propagates in sound conductor
(produced on a fused quarts) the certain time, that provides the necessary time - delay. That time delay is
necessary to obtain the time interval that is free of passive signals reflected from surfaces of acoustical lens.
The acoustical lens is calculated tacking into account required deepness of acoustical testing of investigating
object so that the caustic's zone of ultrasonic beam is covered the investigating area. The multilayer electro -
acoustical transducer is calculated and design in such a way so that to provide it's electrical matching to the
electro - magnetic tract which leads the electrical signal to the transducer. From the other hand the multilayer
transducer provides the acoustical matching of piezo - electric and sound - conducting materials so that to
minimize the acoustical reflection from bands of multilayer system of transducer. 10 micrometer space
resolution is obtained by such acoustical objective working of central frequency 100 MHz.

© 2014 Acoustical Society of India
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The mechanical scanning system of AT is based on micro step motors that are controlled by special
developed program that synchronized to the system of pulse signal generation and reception. Analog -
Digital device allows representing the whole processing information to 4 - dimensional data matrix. That 4
- dimensional data base is then saved and can be used for building necessary 2- dimensional cut images of
investigating object, created with chosen deepness and angle of inclination. Besides this data base allows as
well building the 3- dimensional images of object surfaces (bough - the nearest surface and further surface)
as well as the chosen 3D area inside the investigating object. Specially developed program allows creating
the 2D and 3D images of all required areas of objects as well as obtaining the metrological information about
the geometrical features of defect or interested object peculiarity.

The developed device provided also with original designed system of immersion liquid delivering to
the place of acoustical testing. The immersion liquid (water) is saved in special changeable container that
places into the handle of measuring block (see Fig 2.)

Fig. 1. General view of ultrasonic tomography system

Fig. 2. Measuring block with changeable water container

Original developed software allows easily communicating  with developed AT, operating through the
computer interface with all necessary abilities of designed system.

3. RESULTS OF OBJECTS INVESTIGATION

The design system allows obtaining the information about whole volume of investigating area of object with
further recreation of 2 D or 3D image. The developed computer software contains two programs. First program
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named «Scanning» allows collecting the 4-dimensional  information data about investigating object, when
second program named «Processing» allows building desirable images of investigating area of object: two -
or three dimensional images of surfaces or desirable «cuts» inclined under any angle.

On Fig. 3 the reconstructed image of sign «2013» etched on the surface of aluminum object is presented.

Fig. 4. Reconstructed 3D image after computer filtration

Fig. 3. The reconstructed 3D image of etched relief with deepness of 10 micrometers

The deepness of etched figures is 10 micrometers.

On Fig. 4 the same image is represented after computer filtration process. There are several possible
filtering algorithms contained the developed program including Fourier, Wavelet, Mean-type  and others.

Next experiment was devoted to the study of inner structure of complicated shape object. The general
view of this object is presented on Fig.5 a). As it can be seen from the picture on the side surface of the object
there is a crack coming from central part of the object (showed by arrow). For studying the inner condition

Fig. 5. The investigated object (a) and 3D reconstructed image of inner structure (the crack)

(a) (b)
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of the object the ultrasonic beam was directed from the upper surface, approximately across the investigating
crack. After raster scanning and processing of obtained data, the three dimensional image of the crack was
obtained.

On Fig. 5 (b) the 3D image of investigated crack is presented. As it is seen from the picture on the surface
of the crack there is an island the existence of which can not be predicted.

4. CONCLUSION

In present paper we have described the design peculiarities and have discussed the results of experimental
investigation of surface and inner parts of metal samples.

One more peculiarity of developed AT is the possibility to be fixed on the surface of investigated object
that is very important when operating in special requirements.

The developed system can be successfully applied for solving special tasks for example, inside of space
satellite modulus or in other special conditions.

5. REFERENCES

[1] VLADIMIR PETROV, 2002. Holographic Video. Acoustooptical Approach (GosUNZ - Publishing House),
77.

[2] V.V. PETROV. 2004. Modern Application of high Frequency Acoustooptics, Optica Applicata, 4, 597-
606.

[3] V.V. PETROV, 1996. Setup for Electronic Forming of Three Dimensional Holographic Image, Patent of
Russian Federation 2117975, Priority 31.11.

[4] V.V. PETROV, 2006. Digital Holography for bulk Image Acoustooptical Reconstruction. Digital Holograph
and Three-Dimensional Display Ting-Chung Poon - ed., (Springer)

[5] V.V.PETROV,2005. 3D Image Reconstruction based on Acoustically Create Hologram. , Proc SPIE
5821, 60-75.

[6] N.V. KOSITSYN, S.A. LAPIN and V.V. PETROV, 2013. High Resolution System for 3D Image Capturing
and Reconstruction, CC2DMR, June 24-28, Jeju, South Korea, 633-634.



70 Journal of Acoustical Society of India

Manell E. Zakharia and Afif BelkacemJournal of Acoustical Society of India : Vol. 41, No. 2, 2014 (pp. 70-76)

Planar Synthetic Aperture for the Imaging of
Buried objects. Sea Experiment

Manell E. Zakharia* and Afif Belkacem**
*Currently at French Embassy in India, Service for Science & Technology,

 New Delhi India
**Salman Bin Abdjlaziz University, College of Sciences, Saudi Arabia

e-mail: braczac@gmail.com

[Received:15.12.2013; Revised: 21.03.2013; Accepted: 12.04.2014]

ABSTRACT

Synthetic aperture sonar technique has become a mature discipline mainly applied to sidescan
sonar (linear movement of the sonar platform). Recently, we have extended the technique to bottom
and sub-bottom imaging using a planar movement of the sonar platform and an optimized 2D
focussing algorithm. The extension of the synthetic aperture processing to a 2D scanning (X and Y)
-leading to 3D grids- is called Planar Synthetic Aperture -PSAS- processing. First validated by
simulation and by tank experiments, PSAS has been applied to real situations at sea. In Particular,
a dump site with a great amount of UXO (unexploded ordinances) fully or partially buried in the
mud has been studied. Sea experiment will be briefly described. Off-the shelf equipment were
used: commercial parametric sonar (TOPAS 120) mounted on a ROV (Remote Operated Vehicle)
navigating at approximately 10 meters above the bottom. ROV position was monitored by a
conventional long baseline system. The experiment took place at a dumpsite in the Baltic in water
depth of about 70 meters. The site is well documented and regularly surveyed over years with
conventional tools (sonar, video, direct observations). Ground truth was extracted from these
surveys. Raw data were recorded and stored for offline processing. The adaptation of the algorithm
to real data (unevenly spaces on a grid) will be discussed. The solution proposed has allowed the
processing of the sea data with a minimum processing complexity. Processed signal were then
post-processed (bottom tracking) and echoes after the bottom one were exploited for sub-bottom
volumetric imaging. For every ping, a set of positions of consecutive echoes were extracted. Both
bottom structure and sub-bottom features were then investigated. Raw and processed sonar images
(3D reconstructions) of buried objects have been reconstructed and compared to video images
(captured before full burial). Results show the great potential of PSAS for buried man-made objects
reconstruction and recognition.

1. INTRODUCTION

Widely used in radar, synthetic aperture has been introduced in sonar by Cutrona [1] in 1975. It has become
a well recognized and validated technique for underwater imaging [7]. It was mainly applied to the Side-
Scan Sonar with a linear scanning (1D) either in low frequency (a few kHz) for bottom imaging [2], [3] and
for the detection of buried mines [9],[10], or in high frequency (few tens of kHz to a couple hundreds) for
proud mine hunting applications [7], [8]. Recent works has been investigating the extension of this technique
to two other scanning geometries such as circular [12] or planar [4-5].

© 2014 Acoustical Society of India
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Planar Synthetic Aperture -PSAS- consists in extending the conventional synthetic aperture processing
to a 2D scanning (X and Y) driving to 3D data structure (longitude, latitude and depth).

Planar Synthetic Aperture Sonar (PSAS) technique has been first validated on both simulated and tank
data (scaled experiment) [4-5]. It has been applied to imaging both bottom and sub-bottom imaging as well
as buried objects and has proved to be an efficient tool that provides significant resolution improvement of
volume imaging: improving the resolution of images in all directions.

The defocusing effect due to the presence of different sound speed in the sediment and in the water
column has been shown to be a second order effect that could be neglected for burial depth of less than a
meter in unconsolidated sediments.

In this paper we present its application to real data acquired during sea experiments on a dump site in
the Baltic Sea. Data were acquired during a European project "SITAR" (Seafloor Imaging and Toxicity:
Assessment of Risks caused by buried waste) [6].

2. SEA EXPERIMENT

Raw data were acquired thanks to the use of sonar mounted on a ROV (Remote Operated Vehicle) navigating
at approximately 10 meters above the bottom. The experiment took place at a dumpsite of the Baltic Sea, in
water depth of about 70 meters.

Prior to the experiment, the site was regularly surveyed by conventional tools: sidesan sonar, multibeam
sonar, video cameras, direct observations… Together with survey data, available historical data were used
to select the studied areas.

The transmitter was a Parametric Sonar (TOPAS120: primary frequency 100 kHz, main aperture 6°)
fixed on a ROV which position was monitored by long baseline system. Two secondary frequency ranges
were investigated centred around 10 kHz and 20 kHz.

Figure 1 shows the sonar mounted on the ROV.

Fig. 1. Experimental set up using the ROV of FOI, PLUMS (Platform for Underwater
Measurement Systems) where TOPAS 120 parametric sonar was installed.

ROV navigation was monitored by a long baseline.

Raw data were monitored on board for quality check and then digitized and stored on a hard disk for
future processing.

3. PRE-PROCESSING

Initially PSAS algorithm was designed for data obtained on a regular (ideal) planar grid. In order to use it at
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sea with realistic navigation conditions, significant modifications had to be implemented: an ideal plane
over-sampled regular grid (eight of a wavelength) was first constructed. The associated focussing laws were
pre-computed (echo migration compensation in the time domain).

A "rearrangement" algorithm was then developed for projecting actual data on this grid after navigation
correction. The method was first tested validated on tank data prior to application to sea data. Processing
could be viewed, in a sense, as optimal interpolation between real pings.

Rearrangement algorithm consists in the redistribution of data positions to a new oversampled regular
grid. Real pings are distributed on this new regular grid with a λ/8 meshing. Grid positions where no
corresponding real pings were found were associated to zeros signal. Conventional PSAS was then applied
to re-arranged data.

The preprocessing algorithm is presented in figure 2:

Fig. 2. Pre-processing algorithm

Raw sea data loading
GPS positions
Pings number

Sampling frequency

NO
Load the ping num-

ber "i" by
a signal of zeros

YES
Load the ping num-

ber "i"
 signal of ping "j"

min dij" < λ/8

Data recording on the regular new grid

Computation and comparison of dis-tances
"dij" between ping position number "i"
on the new grid and each ping number

"j" on the real grid

For i = 1 Nx*Ny
.For j = 1 Ntot

New grid setup
Pings number along X and Y( Nx & Ny )
New grid position related to the real one

Spatial sampling

4. PROCESSING AND POST-PROCESSING

PSAS processing algorithm and its simplification are described in details in reference [5].
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In this paper we only show the geometry of the problem (figure 3a) and illustrate the 2D focusing (figure
3b). Figure 3b shows how PSAS aims at re-concentrating the volume dispersion of the energy backscattered
by a point reflector in a focusing point corresponding to its position.

Fig. 4. Principle of planar SAS approach

a:  PSAS Geometry echoes b:  PSAS back migration of

For every ping, processed focused data were then post-processed with an algorithm inspired from bottom
echo tracking. Knowing the rough bottom position, bottom echo is isolated (taking into account the axial
resolution) and its energy is computed. Then the second echo is isolated and its energy computed…. The
synthetic ping is thus transformed in a set of depth positions and corresponding energy.

5. RESULTS

The sea data shown in this paper were acquired in the following experimental conditions:

- Water depth about 73 m - Array aperture (2θ3) 6°

- Sound velocity 1439 m/s - Sampling frequency 200 kHz.

- Scanned area 4 m x 8 m

The dump site is well know and documented (historical data) and has been surveyed routinely over the
years.

5.1 Raw data

Raw data are represented in figures 4 for 2 tracks at different secondary frequencies.

The depth scale shows that the bottom is rather flat and slightly sloping from bottom-left to top-right
(less tan 3%). The figures also show the actual tracks of the ROV. These tracks will first be corrected by
navigation data before as part of a complementary pre-processing.

5.2 Processed data

The volumetric representation of sediment generates a large quantity of information. If we consider an area
of 10 m x 10 m, a depth range of interest of 4 m and an elementary volume of 1 cm3, we will end up with
about 4 G samples.  The optimisation of access to data was an essential task for allowing processing the sea
data on a conventional desktop machine.

The display of such an amount of data is also a rather complex task. In addition, it has to display reflected
energy as a function of 3 parameters (longitude-x, latitude-y, and depth-z). It has to show, at the same time,
bottom structure and sub-bottom features. This can be achieved using slices representation several energy
maps (x,y) for every depth layer (z) compatible with the axial resolution [4]. This is a very efficient way to
represent all the available information as shown in figure 5. It clearly displays the volumes backscattering
high energy. Nevertheless it is les convenient for identifying objects shape.
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Fig. 4. raw data representation, horizontal and vertical scales are in meters. Colours represent
the position of the first (bottom echo). Left tracks at 10 kHz - Right track at 20 kHz

Fig. 5. Strata representation of the 20 kHz scan (fig 4b) after preprocessing and PSAS.
Strata of 5 cm/stratum, 2dB /grey level.

Fig. 6. Processed data (of raw data presented in figure 4b)

a- video image of a dump site b- 3D representation of processed data
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In complement to the previous display mode an in order to identify the shape objects, the following
procedure was adopted: identifying bottom echo (interface) for every ping, detecting the first echo after
interface echo and computing the range of this echo and display it in a 3D conventional display.

The result is shown in figure 6b. Colour scale corresponds to depth (74.3 to 75 m). Although the information
is less comprehensive (energy information has been removed), the data interpretation is easier. In the centre
of the display (fig. 5b) one can see a rectangular spot of turquoise colour. This feature has been highlighted
by dotted lines. It represents a flat surface about a meter below the surface of approximate size 1m x 2 m.
Such characteristics correspond to boxes of ammunitions as shown in figure 6a. The picture has been taken
well before the sonar survey where the box was only partially buried.

6. CONCLUSION

After being validated on simulation and the on tank data, PSAS has been proved to be an efficient tool for
volumetric imaging of bottom and sub-bottom features.  The initial processing algorithm was successfully
modified in order to handle real un-evenly space sampling of the planar trajectory using an adapted pre-
processing scheme. Processing was applied to data obtained at sea on a well known and documented dump
site used a test bed.

Considering the large amount of data to display, two display modes were used: the first one enabled the
detection of areas of interest while the second one allowed shape identification.

Despite sit apparent complexity (complex acquisition scheme, large amount of data to acquire process
and display), PSAS has been showed to be an efficient tool for the reconstruction and the identification of
dumped UXO (unexploded ordinances) covered with sediment. The techniques could be extended to other
areas of application such as non-destructive testing.
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ABSTRACT

The problem of the mixing layer height (MLH) determination with the use of the sodar data is
discussed. Unlike the most of other methods a new suggestion is to determine separately two
different mixing layer heights: "upper" or "stable" MLH which indicates a top of an inversion inside
wind shear layer (in which dynamical turbulence exists and creates echo-signal) and "lower" or
"unstable" MLH which indicates as a rule unstable or weak-stable stratification below the elevated
inversion bottom. Some experimental data confirm that two different MLH sometimes, usually in
the morning, exist simultaneously one above another. According to this idea the diurnal courses of
mixing layer heights - both "upper", and "lower" - have been calculated on a base of long-term
sodar sounding at Moscow State University (MSU) during 15 years. Dynamics of both heights at
various seasons is discussed.

1. INTRODUCTION

The mixing layer height (MLH) is an important parameter of the lower troposphere which allows determining
of the maximal possible range of the air pollution dispersion. The MLH was suggested for the first time by
Holzworth in 1962 and initially it was measured on a base only of direct measurements (using radiosonde
and the ground meteorological data). Accordingly to classical method, this parameter is equal to the first
intersection of the diurnal thermal profile and dry-adiabatic line (which means the value of γ = -∂T/∂z = 0.98
°C/100 m) from the ground point of the maximal daily temperature. It should be noted that, instead of its
clear physical meaning, in itself the MLH demonstrates often poor statistical relations with real levels of the
air pollution (Aron, 1983). Indeed, it is only one of important atmospheric parameters which must be accounted
together with MLH. Later, in addition to MLH, one more parameter - the 'mixing volume' - was used as
well. It is product of MLH and average wind velocity V below this height so that the 'mixing volume' may be
presented geometrically as a cube which vertical size is equal to MLH and which horizontal size along one
axis is equal to the mean V. However, it should be noted as well that both MLH and 'mixing volume' represent
not real range of the air pollution dispersion but the potential, i.e. the highest possible one. It may be real in
case if air pollutants have sufficient time to reach it. In other words, both parameters indicate potential limit
of dispersion in stationary conditions.

The acoustic remote sensing since the pioneer work (McAllister, 1969) discovered new possibilities for
more accurate determination of MLH. Now sodars are well-known everywhere all over the world mostly as
a tool for wind profiling. However, it is not the only application of the sodar data. Besides Doppler wind
measurements, classic so-called 'sodar record' of old non-Doppler sodars (i.e. an echo-signal intensity in

© 2014 Acoustical Society of India
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time-height coordinates) allows indicating of the thermal stratification type, including inversion layers which
prevents to upward dispersion of the air pollutants (Krasnenko, 1986; Lokoshchenko, 1996 and others). Fine
spatial resolution of sodars (as a rule, 10-20 m) represents the main advantage of the acoustic remote sensing
of the atmosphere due to comparatively low sound velocity (331 m/s in normal conditions). As a result
sodars is an almost ideal tool for studying of the atmospheric boundary layer fine-structure. Among others,
sodars allows indicating of low level jets in wind profiles as well as thin elevated inversions on sodar records.

The long-term rows of sodar data about thermal stratification were received only in New Delhi in India
(Singal et al., 1984), in Krakow in Poland and in Moscow in USSR and Russia (Lokosh-chenko, 2006 and
2007). It should be noted that works of famous Indian school of the acoustic remote sensing are well-known
everywhere. The sodar sounding is carried out at Moscow University since 1988, i.e. during last quarter a
century. The observation site is situated at the South-Western periphery of Moscow city on 7 km from the
city centre. It represents quite flat and open locality. Two sodars have been used there: vertical sodar "ECHO-
1" by GDR production since 1988 and Doppler sodar "MODOS" by production of METEK firm (Germany)
since 2004. However, only classic data about the thermal stratification which were received at MSU by the
use of the "ECHO-1" sodar will be discussed below. Its vertical range is from 25 to 800 m, the operation
frequency is 1666.6 Hz, the spatial resolution of the data is equal to 12.5 m.

2. MIXING LAYER HEIGHT BY THE SODAR DATA

As it is said above a sodar record, besides determination of a thermal stratification type, is a useful tool for
the MLH estimation as well. The initial determination of the MLH following the Holz-worth's idea was
limited only by the unstable stratification, although he wrote by himself later that nocturnal mixing in
conditions of the stable stratification due to wind shear "in some cases… may be important". When sodar
records began to be used a lot of works were devoted to determination of the MLH by the sodar data
including the stable stratification (Kallistratova et al., 1991; Kras-nenko and Fursov, 1992; Maughan et al.,
1982; Singal et al., 1984, etc.). It should be noted that comparatively small range of the sodar data - as a rule,
from 500 to 1000 m - doesn't allow measuring diurnal mixing height in the afternoon directly - unlike, e.g.,
some lidar systems (Emeis et al., Münkel, 2009). A top of vertical turbulent structures on sodar records
("plumes", "roots", "grass", "stalagmite", "prongs of a comb", etc.) which are connected with separate convective
cells is usually significantly less than their real upper height. Sometimes, however, the MLH in the afternoon
is considered to be equal to the average top of convective "plumes" on sodar records (e.g., Krasnenko and
Fursov, 1992). Another way is to suppose formally that the diurnal MLH is equal to the height range of a
sodar if any elevated inversions are absent above convective structures on a record (Maughan et al., 1982).
But the best possible way with the use of a sodar is to receive indirect estimations of this parameter by
comparisons between a top of vertical turbulent structures on sodar records and real diurnal mixing height.
As it is shown in (Lokoshchenko, 2002) with the use of radiosonde data the ratio between these parameters
is close to 1:4 for conditions of Moscow. It is important to note that this estimation was received by the data
of the same sodar "ECHO-1" and that its gain factor didn't be changed during a long time. It should be noted
as well that in conditions of India this ratio was nearly the same (Singal et al., 1984). One of well-known
summary methodic of the MLH determination with the use of sodar records was suggested by (Kallistratova
et al., 1991). It should be noted that, in spite of great variety of different turbulent structures on sodar records,
it is quite simple for everybody to discern four general types: layers of strong echo-signal intensity connected
with inversions, intermitted patchy structures of weak echo-signal intensity connected as a rule with weak-
stable stratification (close to isothermal when ∂T/∂z = 0), vertical "plumes" connected with the unstable
stratification and totally blank record in time of indifferent stratification. At the latter case a record can't give
any information about real MLH but, fortunately, absolutely blank records which mean exactly adiabatic
vertical profile of T (when ∂Θ/∂z = 0) can be seen extremely rarely. So, following (Kallistratova et al., 1991),
the MLH is supposed to be equal either to a top of the surface inversion, or to a top of an air layer with weak-
stable stratification, or to a bottom of the elevated inversion (if the surface one is absent below), or to a
quadruple height of the average top of convective structures, so-called 'plumes' (if this value is less than a
bottom of elevated inversion above).
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Author used this scheme during a long time. Additionally, author suggested using the instability energy
for calculations of the MLH when the data of radiosonde profiling of T are available (Lo-koshchenko, 2002).
As for the sodar data of the MLH, the results of measurements on a base of hourly coding of sodar records
at Moscow University were published by (Kallistratova and Lokosh-chenko, 1998) for period 1988-1991 and
later by (Lokoshchenko, 2002) for longer period 1988-1998. In fact, an average MLH calculation accordingly
to (Kallistratova et al., 1991) represents generally quite logical results in common features - both at the
annual course (with maximum in the warm period) and at the diurnal one (with a strong maximum in the
afternoon, especially in summer). However, a joining of different stratification types at the same parameter
sometimes leads to illogical and paradoxical dynamics of the MLH. For example, after sunrise when the
surface inversion begins to lift above the ground the MLH value accordingly to (Kallistratova et al., 1991) is
sharply changed from a top of the surface inversion to its bottom (when it lifts already) - see Fig.1. At the
diurnal course this change may be seen as a sudden fall of the MLH in the early morning like a jump although
it is evident mixture of two principally different physical processes. Evidently it is a disadvantage of methodic
which was suggested by (Kallistratova et al., 1991).

For more correct studying of the MLH at its dynamic a new approach is to analyze separately two
mixing heights: "stable" or "upper" and "unstable" or "lower" (see Fig.1 and 2). This idea was published
briefly for the first time in (Lokoshchenko, 2010). Accordingly to it, the "stable" MLH is equal either to a top
of any inversion (i.e. a height of an upper margin of turbulent structure connected with an inversion layer on
a sodar record), or to a top of an air layer with weak-stable stratification. The "unstable" MLH means either
a top of a layer with weak-stable stratification as well or a quadruple average height of convective structures
("plumes") when elevated inversion is absenta-bove. If the unstable stratification exists in a layer below the
elevated inversion the "unstable" MLH is equal either to a bottom of the inversion if it is less than a quadruple
height of plumes or to a quadruple height of plumes otherwise. Thus, when weak-stable stratification takes
place at any layer a top of this layer represents both "upper" and "lower" heights because this type is
intermediate and frontier between stable and unstable stratification.

In conditions of unstable stratification the "upper (stable)" MLH is absent. From the other hand, in time
of the surface inversion the "lower (unstable)" MLH is considered to be equal to zero.

As one can see in Fig.1 sudden fall of MLH is absent accordingly to new suggestion. In fact the stable
MLH which indicated a top of former surface inversion during night really exists even later - in morning
when the same inversion became elevated already. At the same time new unstable MLH appears

Fig. 1. Dynamics of MLH in morning time in conditions of elevated inversion: traditional methodic
(paradoxical fall) - upper part; new suggestion at the same sodar record - lower part.

Green rhombuses - traditional MLH; blue rhombuses - upper MLH
(new suggestion); red rhombuses - lower MLH (new suggestion).
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simultaneously below the stable one. Thus, new method of two different MLH represents successful solution
of this paradoxical dynamics.

3. EXPERIMENTAL CONFIRMATION

Indeed, experimental data often demonstrate two different MLH simultaneously - especially, in morning
time. One of confirmations is given by lidar data (e.g., Emeis S., K.Schäfer, C.Münkel, 2009). In Fig.3 the
diurnal course of the lidar backscatter density is presented for Hamburg city. As one can see in color scale of
this parameter, three air layers with different background levels existed simultaneously in time from 05 to
11 a.m.: the highest values - in the ground air layer, the middle ones - in the upper part of the ABL above
and, finally, the lowest values (blue color) - in free troposphere since 1.8-2.3 km. Correspondingly, two MLH
existed simultaneously between these three layers.

One more experimental confirmation was received by author in time of special experiment when sodar
and tethered balloon operated simultaneously (Lokoshchenko and Shifrin, 2009; Lokosh-chenko, 2010). The
tethered balloon was supplied, among others, by electrochemical ozonosonde.  The experimental ozone
profiling with fine resolution in the lower atmosphere demonstrated as well that two different MLH sometimes
exist in the morning simultaneously one above another - both below the elevated inversion and above it.

4. CLIMATOLOGY OF MIXING LAYER HEIGHTS

The daily courses of both mixing layer heights at different seasons are presented on Figure 4. They were
calculated on a base of hourly coding of sodar records which were received at Moscow University in period
from 1988 to 2003 (totally - almost of 35.000 hours of records were analyzed by author). As it is seen the
"upper" MLH (blue rhombs) in winter doesn't demonstrate any significant changes during a day. However,

Fig. 2. Mixing layer heights by the sodar data.  Green lines indicate the traditional MLH; blue lines -
"stable" MLH (new suggestion); red lines - "unstable" MLH (new suggestion).

(c) Unstable stratification (d) Weak-stable stratification

       (a) Surface inversion. (b) Elevated inversion;
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Fig. 3. The diurnal course of the lidar backscatter density in Hamburg accordingly to (Emeis et al., 2009)

it is slightly higher at night and a bit lower in the afternoon. In spring and in summer the "upper" MLH
which is connected with stable conditions increases in the morning that is a result of lifting of the morning
elevated inversion (which is as a rule former surface inversion) top. Except morning time, the "upper" stable
MLH is nearly the same from one hour to another during all the rest of a day. The average value of the
"upper" MLH is close to 300 m and varies in limits from 250 to 350 m. It is highest in winter due to more
thickness of surface inversions and lowest in summer. In the middle of a day in spring, in summer and in
autumn the stable stratification exists extremely rarely so that calculation of the average "upper" MLH in
these conditions is not supported by sufficient statistical sampling. Vice versa, the "lower" MLH that is

(a) Winter                                (b)  Spring

Fig. 4. The diurnal course of both mixing layer heights at various seasons by
the sodar data for the period 1988-2003. Moscow.

(c) Summer (d) Autumn
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either unstable or weak-stable stratification (red circles) may be observed very rarely after midnight. Only in
winter the diurnal course of the "lower" MLH is full due to comparatively often cases of weak-stable
stratification at night - both in presence and in absence of elevated inversions above it [12].

Unlike the "upper" MLH the "lower" one connected mostly with unstable conditions has a clear diurnal
course with maximum in the afternoon which is especially strong in spring and in summer. The maximal
average values of the "lower" MLH in the middle of a day consist up to 700 m in spring and up to 800 m in
summer. In fact, the diurnal convective mixing layer in mid-latitudes may be really equal to 800 m in summer
as it was demonstrated by lidar in [1]. However, usually it seems to be more and convective turbulent
structures on sodar records in summer are often higher than 200 m as well. The average values of the "lower"
MLH on Fig.4 indicate total calculation including cases of elevated inversions which sometimes exist at low
levels. Due to them the average "lower" MLH is not so large. It should be noted that the diurnal course of this
parameter is quite similar in spring and in summer whereas in autumn the daily maximum of the "lower"
MLH is very weak already. Thus, there is an evident asymmetry of mixing conditions at transitional seasons.

5. CONCLUSIONS

1. The acoustic remote sensing is a useful tool for determination of the mixing layer height, especially
at nocturnal and morning time. If inversion layers exist in the lower atmosphere real mixing height
as a rule is close to their margins which may be detected on a sodar record. As regard as diurnal
convective mixing layer, only indirect estimations of the MLH are possible by the use of a sodar.

2. Different physical processes of mixing can operate at the same time at various levels of the atmosphere.
Among others, sometimes in the morning two mixing heights exist simultaneously below and above
elevated inversion.

3. It seems to be useful to analyze separately two different mixing heights one of which is connected as
a rule with a top of an inversion and another one - mainly with a bottom of an inversion or with a
top of convective cells. The weak-stable stratification has an intermediate position between these
processes. This approach of two kinds allows understanding and studying the dynamics of the
MLH more correctly.

4. Accordingly to long-term sodar observations at Moscow University the "upper" MLH connected
with stable conditions consists in average nearly of 300 m (from 200 to 400 m). It is the largest in
winter and the smallest in summer.

5. The "lower" MLH connected mostly with unstable conditions is the largest in summer and in spring
(up to 700-800 m in average in the afternoon) and the smallest in winter. There is clear asymmetry
between conditions of mixing in spring and in autumn.
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ABSTRACT

More and more countries are showing interest in undertaking human spaceflight missions. The
crew members will be confined to the limited volume of crew module during launch, on-orbit and
reentry phases of mission with the total mission duration lasting from few days to weeks / months.
Noise control is an important subject matter in human spaceflight. In order to maintain the health,
hearing, communication and habitability requirements, the acoustic environment in the crew cabin
shall be within acceptable limits during all phases of mission, more importantly during the long
orbital phase where the crew members will be demanded to do many assigned tasks and have
enough relaxation and sleep. Noise effects physiological behaviour, performance level and causes
annoyance to the crew members depending upon the state of crew, type of work, duration and
frequency content of noise. There is no evidence that human auditory functioning change in space
under microgravity conditions. However, the noise loss factors will differ from one atmospheric
pressure conditions on earth to no-atmospheric pressure in outer space. The primary concern in
human spaceflight is of sound that arrives at the crew member's ear through an airborne path.
Audible noise with constant sound levels of 85 dBA or greater is hazardous regardless of the duration
of exposure. Hearing protection devices must be provided for noise levels of 85 dBA or greater.
Crew members should not be exposed to noise levels which exceed 120 dBA in any frequency band
and 135 dBA of overall noise level under any circumstances. The crew module / cabin architecture
in human spaceflight shall establish a satisfactory noise environment relative to the human response
- to prevent hearing loss, to minimise disruption of speech communications and to minimise noise
induced annoyance / stress factors. This objective is achieved through proper selection and
placement of equipments without compromising the acoustic quality. This paper provides acoustic
design limits for general design goals, and noise exposure limits for working and living areas of
crew cabin. Also, suggestion for appropriate noise limits for manned spacecraft, techniques to
minimise the noise and methods for protecting the humans during spaceflight are included.

1. INTRODUCTION

In human spaceflight, crew members will be subjected[1,2] to many physiological and psychological stresses
during launch, on-orbit and re-entry phases. Noise control is an important subject matter in crew health and
performance during human spaceflight mission. The acoustic environment in the crew cabin shall be within
acceptable limits during all phases of mission, more importantly during the long orbital phase where the
crew members will be demanded to do many assigned tasks. Also, they should have adequate relaxation
and sleep. Noise affects physiological / psychological behaviour, performance level and causes annoyance
to the crew members depending upon the state of crew, type of work, duration and frequency content of
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noise. Noise travels in different paths to reach the human ear. The primary concern in human spaceflight is
sound that arrives at the crew member's ear through an airborne path. This paper provides acoustic design
limits for general design goals, and noise exposure limits for working and living areas of crew cabin. Also,
suggestion for appropriate noise limits for manned spacecraft, techniques to minimise the noise and methods
for protecting the crew from high acoustic levels during spaceflight are included.

2. EFFECT OF ACOUSTICS ON HUMANS

Noise effects on humans also must be considered while designing the crew module / cabin. The degree of
exposure to noise that will result in damage depends on intensity and individual susceptibility. Even low
levels of noise can interfere with communication. Reduced cabin pressure causes a reduction in sound
transmission. This means that crew members have to talk louder to be heard which can potentially lead
to[1,3] huskiness on the part of some crew members. The problem becomes more noticeable as the distance
between individuals increases.

2.1 Performance effects

Noise can adversely affect performance, with the effects being greater for more complex tasks. Intermittent
noise has more adverse effects[1] than steady-state noise. Masking of speech occurs when the presence of
one sound, inhibits the perception of another sound. Hence, a given frequency will mask signals at neighboring
frequencies rendering them completely inaudible. Crew member's efficiency is impaired when noise interferes
with voice communications. When this occurs, the penalty is an increase in time required to accomplish
communication through slower, more deliberate verbal exchanges. This results in increased possibilities of
human error due to misunderstandings. Crew member's communication limitations must be considered as
an integral part of the system in which they perform. Table 1 provide performance effects of noise on humans
with duration of exposure. The following performance related effects can be caused by noise.

a. Irregular and regular periodic noise reduces performance on a complex visual tracking task.

b. Increased alertness due to high noise intensity result in improved performance up to a point. But,
beyond certain level of intensity, over attentiveness will degrade the performance.

c. Psychological effects of noise can include anxiety, helplessness, degraded task performance and
narrowed attention.

2.2 Physiological effects

Exposure to intense sound may result in temporary or permanent hearing loss. The severity of the loss
depend upon the duration of exposure, the physical characteristics of the sound (intensity, frequency, pure
or wide-band), and the nature of the exposure (continuous or intermittent). Table 2 furnish the physiological
effects of noise for various conditions of exposure. Physicians and psychologists are of the view that[1,2]
continued exposure to noise level above 80 to 100 dBA is unsafe. The observed health hazards of noise

SPL, dBA Physiological effects

100 Tense feeling Grim-facing
Covering the ears
Urge to avoid / escape

120 Discomfort in the ears
135 Pain in the ears
150 Reduced visual acuity

Chest wall vibrations
Choke / Strangle sensations
Respiratory rhythm changes

155 Eardrum membrane rupture

Table 2. Physiological effects of noise.[1,4-6]

SPL, dBA Duration Performance effects

75 10 - 30 days Degraded performance
85 24 h Fatigue, Nausea, Headache
90 12–24 h Degradation of multiple-choice

Vigilance decrement
Altered thought processes
Interference with mental work

105 8–12 h Reduced visual acuity
Stereoscopic acuity

110 8 h Chronic fatigue

Table 1. Performance effects of noise.[1,4-7]
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include: (i) Increased concentration of corticosteroids in the blood as well as brain and affects the size of the
adrenal cortex, (ii) Continued noise exposure change the functioning of liver and kidneys and cause
gastrointestinal ulcers, (iii) Vasoconstriction in the extremities, with simultaneous changes in blood pressure,
(iv) Noise pollution causes increase in the rate of heart-beat, increased cholesterol level and constriction of
blood vessels which leads to blood pressure that result[1,2] in heart attack, and (v) Noise can wake people
from their sleep with a jerk and keep them awake or disturb their sleep pattern. This could make people
irritable and tired the next day.

2.3 Annoyance effects

The term annoyance refers[1,2] to the degree of noise that is perceived to be unwanted, objectionable, or
unacceptable. High noise levels can interfere with rest and hearing of wanted sounds. Sensitivity to annoyance
by noise varies greatly from person to person. It is difficult to define a noise level below which people will
not be annoyed by noise. People are more sensitive to unpredictable noise and noise they feel is unnecessary.
People who are most sensitive to noise become increasingly disturbed as the noise persists, whereas the
annoyance level of less sensitive individuals remains constant over time.

3. ACOUSTIC ENVIRONMENTS IN HUMAN SPACEFLIGHT

Spacecraft crew members should be provided with an acoustic environment that will not cause[1] injury or
hearing loss, interfere with voice or any other communications, cause fatigue, or in any other way degrade
overall man / machine system effectiveness.

3.1 Launch and abort phases

A high noise level environment typically occurs during the launch (rocket motor propulsion aided ascent)
and abort (if any) phases. The primary concern[1] is crew member exposure that will cause hearing loss or
interfere with intercom and radio voice transmission. The noise environment within the spacecraft during
the launch phase is, initially, the result of high level jet noise of the booster rockets impinging on the outer
surface of the module and being transmitted to the spacecraft interior. Typical maximum crew module
external noise level at lift-off will be 142 dBA. This noise level shall be brought down to the acceptable limit
(? 120 dBA) with suitable acoustic protection system in the crew module architecture and helmet equipped
with communication-type ear muffs. As the spacecraft accelerates from its launch pad, noise reduces due to
loss of ground reflection, and jet noise diminishes as velocity increases. With increasing velocity, however,
the crew module fairing (crew module resides inside the fairing) receives aerodynamic noise generated by
boundary layer turbulence along the outer surface of the fairing. This boundary layer noise reaches its
maximum level as the spacecraft passes through the range of maximum dynamic pressure and decreases
progressively thereafter. Aerodynamic noise becomes insignificant approximately two minutes after lift-off
(above 100 km altitude) due to space vacuum.

3.2 On-orbit phase

The on-orbit phase of spacecraft missions is of relatively long duration. During work periods, the summation
of the individual sound pressure levels from all operating systems and subsystems should not exceed exposure
limits that will cause hearing loss or interfere with voice communication. Sleep and rest period noise levels
should not exceed noise levels that interfere with sleep or comfort and the hearing of wanted sounds. There
is no evidence[1] that human auditory functioning changes in space under microgravity conditions. However,
the noise loss factors will differ[1] from one atmospheric pressure conditions on earth to no-atmospheric
pressure in outer space. The effect of small and low-frequency noise in a crew module is especially significant,
because propagation of low-frequency noise through the crew cabin pressure hull into the vacuum of outer
space cannot occur. The on-orbit acoustic environment within the spacecraft is composed[1] of (i) Continuous
noise sources - environmental control equipments (motors, fans, pumps) and avionics equipments
(transformers, oscillators), and (ii) Intermittent noise sources - waste control system (pumps, fans, valves),
personal hygiene station (pumps, fans, valves), pressure regulators and thrusters firing
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3.3 Re-entry phase

The high noise levels that occur during re-entry phase are similar to the launch phase. Unlike in the launch
phase, the crew module is directly exposed to the atmosphere (in the absence of fairing) during re-entry
phase. Hearing loss and interference with intercom and radio voice transmission are of primary concern
during re-entry. The noise environment within the spacecraft in the re-entry phase is dominated by boundary-
layer turbulence containing broadband noise of high intensity. The sound pressure levels during atmospheric
re-entry are comparable with those produced during the maximum dynamic pressure of launch phase.
Though the sound levels are comparable, exposure durations are longer during re-entry phase.

4. ACOUSTIC SPECIFICATIONS FOR CREW CABIN

The maximum allowable on orbit continuous broadband sound pressure exposure limits produced by the
summation of all individual sound pressures from all sources, operating systems, subsystems and payloads,
considered over a 24 h period are defined.[6] The following general guidelines are presumed for crew cabin
design.

a. All noisy equipments shall be located such a way, to reduce noise in crew member stations.
b. System designs shall include noise control provisions.
c. Means shall be provided onboard to facilitate measurement of acoustic noise levels to verify that

exposure levels within the design limits.

Spacecraft crew member noise exposure design limits shall be satisfied depending on crew member
tasks and acceleration regimes. Noise design limits are established by the following three criteria; (i) Hearing
conservation, (ii) Communication requirements and (iii) Annoyance considerations.

4.1 Hearing conservation

Hearing conservation criteria are based[1] on comprehensive statements of the relation between various
descriptive parameters of the noise exposure, such as sound pressure level, exposure time, and the probability
of temporary or permanent hearing loss. The allowable crew noise exposure limits are given in Table 3.

Duration / Level SPL, dBA

Continuous (Unlimited) 50
24 h limit 75
8 h limit ? 85
Hazard level ? 85
Max. exposure (2 minutes in 24 h period) ? 120
Unacceptable level > 120 (any frequency), 135 (OASPL)@

@ Overall Sound Pressure Level

Table 3. Crew noise exposure limits.[1]

4.2 Communication requirements

In the presence of background noise direct (face-to-face) communication provides visual cues that enhance
voice communication intelligibility. Intelligibility is the degree to which meaningful words, phrases and
sentences can be understood over face-to-face or over communication systems. Intelligibility is affected by
spoken clarity, explicitness and precision. The distance from speaker to listener, background noise level,
voice level, ambient air pressure and gaseous composition of the air are important considerations, because
they affect voice efficiency and frequency content. Table 4 lists the influence of background noise on face-to-
face communication. The ratio of speech level to background noise level affects intelligibility. For satisfactory
communication of most voice messages in noise, 75 % intelligibility is required. Sound pressure levels
permissible for different states inside crew cabin are shown in Figure 1. Noise in the work areas shall not
exceed the Noise Criteria (NC)-50 contour, as shown in the figure, unless otherwise specified.
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Back ground noise level, dBA Face-to-face communication

30 - 40 Satisfactory in normal voice up to 4 m

40 - 50 Satisfactory in normal voice up to 1 to 2 m Satisfactory in raised voice
 up to 2 to 4 m

50 - 60 Satisfactory in normal voice up to 0.3 to 0.6 m Satisfactory in raised
voice up to 1 to 2 m Telephone use – Slightly difficult

60 - 70 Satisfactory in raised voice up to 0.3 to 0.6 m Slightly difficult in raised
voice up to 1 to 2 m Telephone use – Difficult

70 - 80 Slightly difficult in raised voice up to 0.3 to 0.6 m Slightly difficult with
shouting up to 1 to 2 m Telephone use – Very difficult

80 - 85 Slightly difficult in shouting up to 0.3 to 0.6 m Telephone use – Unsatisfactory

Table 4. Influence of background noise on face-to-face communication.[1,9]

Fig. 1. Crew cabin noise criteria.[1,10]

Another important crew cabin noise design consideration is control of reverberation time (time for sound
decay). Rooms used for speech / communication typically need[8] a shorter reverberation time, so that
speech can be understood more clearly. The reverberation time of a spacecraft compartment shall be adjusted
according to habitable volume and the criterion for conversational speech. In areas where crew members are
assigned with a task to observe the display parameters as well as to communicate by voice among themselves
and/or to the ground stations, a room reverberation time of approximately 0.5 s is to be provided.[1]

4.3 Annoyance considerations

Maximum continuous noise level: Problems of annoyance and task disruption will be minimal[1] if acoustic
requirements for acceptable speech communication, sleep, and rest are met. The maximum allowable
continuous broad band sound pressure levels produced by the summation of all the individual sound pressure
levels from all operating systems and subsystems considered at a given time shall not exceed the NC-50
curve for work periods (Figure 1).
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Sleep compartment noise level: In sleep areas, the noise level shall not exceed the NC-45 curve and need
not be less than NC-25 curve (Figure 1). Hearing protection devices may be made available in sleep areas to
provide acoustic isolation as needed. Anticipated impulse or transient noises shall not exceed background
noise by more than 10 dBA during sleep / rest periods.

5. NOISE MITIGATION TECHNIQUES

The amount of noise reaching the receiver is dependent on the source level and the degree to which the
transmission paths reduce the disturbances due to various attenuation factors encountered along the way.
Noise control is based on what we know about how sound behaves. In planning[1,3,4] for effective noise
control, consider all opportunities that may exist  in the following three interdependent stages. (i) Control at
the source, (ii) Control in transmission path, and (iii) Personal hearing protection.

5.1 Control at the source

Noise control at the source typically involves[1,3,4] avoiding generation of excess noise through selection of
inherently quieter equipment, regular maintenance and sensible operation. Source control may also involve
preventing noise from escaping from the source by adding appropriate control devices such as mufflers,
fairings and water injection on to the booster rocket jet at lift of on launch pad. Identify source using
instruments and senses (look, listen, touch).  The sources of equipment / system noise are vibration, impact,
friction and fluid flow turbulence.   Table 5 list typical methods to control noise at the source.

Vibration Impact Friction Turbulence

Avoid resonance Eliminate impact Lubricate Reduce velocities
Stiffen Reduce clearances Avoid frictional contact Streamline flow
Secure tightly Reduce impact area Use rolling contact Use mufflers
Isolate from drive Isolate impact areas Anti-friction bearings Line air ducts
Reduce speed Enclose impact area Precision gears Use quiet fans
Surface damping Reduce impact speed Optimum loadings

Table 5. Typical noise sources and corrective actions.[1]

5.2 Control in transmission path

Once noise has been created and has escaped from the source, there are various ways to prevent it from
reaching noise sensitive areas. Airborne noise can be reduced[1,3,4] by (a) Enclosure and barriers between
noise source and crew members, (b) Sound absorption linings, and (c) Sealing of enclosure and perimeter
wall penetrations. Another proven method is employment of a noise barrier. An effective noise barrier must
meet[4] the following three requirements:

a. It must be tall enough and long enough to clearly block the line of sight from the noise receiver to the
noise source zone,

b. It must be dense (heavy) enough and be free from gaps and cracks so that there is no significant
transmission of sound through it, and

c. It must be continuous throughout the noise source zone.

The effectiveness of sound absorbing materials depends on its thickness, amount of airspace and density.
All materials intended to use inside the crew cabin shall be bio and vacuum compatible in nature. Mass law
states that for each doubling of the frequency (Hz) there will be about 6 dBA less transmitted sound. For
each doubling of the distance there will be about 3 dBA reduction[1,3,4] in sound. In the crew module
design, acoustic protection material location is conceived in the annular place of double walled module.
Example: In space shuttle orbiter Inertial Multiple Unit (IMU), 22 dBA reduction in 2000 Hz was
accomplished[1] by introducing a straight-through, foam-lined, dissipative muffler.
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5.3 Hearing protection

Noise that has not been sufficiently reduced requires the use of hearing protection devices. These devices
consist of ear-plugs, ear muffs, noise-attenuating helmets, or combinations of these. Example: A NASA
helmet equipped with communication-type ear muffs will provide[1] 17 dBA attenuation over the range of
frequencies from 63 to 8,000 Hz, reducing launch noise at the crew member's ear to about 93 dBA from 110
dBA.

6. CONCLUSION

Acoustic performance of crew cabin is a prime design goal in human spaceflight missions. Human tolerance
to various noise levels depend on many physiological and psychological factors. Spacecraft crew member
noise exposure limits are established by hearing conservation, communication requirements and annoyance
considerations. The amount of noise reaching the crew is dependent on the source level and the degree to
which the transmission paths reduce the disturbances due to various attenuation factors encountered along
the way. Audible noise with constant sound levels of 85 dBA or greater is hazardous regardless of the
duration of exposure. Hearing protection devices must be provided for noise levels of 85 dBA or greater.
Crew members should not be exposed to noise levels which exceed 120 dBA in any frequency or overall
sound pressure level of 135 dBA under any circumstances. Techniques to minimise the noise and methods
for protecting the crew in spacecrafts are suggested.
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ABSTRACT

A sensor network is a collection of sensors that are distributed over an area, to collect the physical
phenomenon such as temperature, vibration, pressure etc. Sensor networks are mainly used in
monitoring applications. These are Area Monitoring, Temperature Monitoring, Machine condition
Monitoring etc. This paper implements the software for condition monitoring by using sensor
networks to know the condition of the rotating machinery. Condition monitoring of rotating
machinery is the measurement of various parameters related to the mechanical condition of the
machinery which makes it possible to determine whether the machinery is in good or bad mechanical
condition.

This paper aims at development of sensor network that comprises three vibration sensors placed
over the rotating machinery for condition monitoring. The network consists of sensors mounted on
the machine which acquires vibration parameters and a data acquisition system (DAQ) to convert
the data from analog to digital form.  A LAN interface Module is used for acquiring the data from
DAQ to the computer. A frame work is developed to perform the simulations on acquired data. A
rule based expert system is included in the framework to help the machine operator for identifying
machinery faults.

The framework is implemented using MATLAB software tools with input as vibration parameters.
It automatically detects the possible cause for the fault in a machine and suggests suitable remedies.
A demonstrative example is used for bringing out the utility of the methodology.

1. INTRODUCTION

A sensor network is a collection of sensors that are distributed over an area, to collect the physical phenomenon
such as temperature, vibration, pressure etc. Sensor networks are used in many applications such as military
surveillance, human health monitoring, industrial applications, environmental monitoring etc [1]. Condition
monitoring of rotating machinery is one of the application of sensor networks. Condition monitoring is the
measurement of various parameters related to the mechanical condition of the machinery (such as vibration,
bearing temperature, oil pressure, oil debris, and performance), which makes it possible to determine whether
the machinery is in good or bad mechanical condition. If the mechanical condition is bad, then condition
monitoring makes it possible to determine the cause of the problem. Most of the defects encountered in the

© 2014 Acoustical Society of India
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rotating machinery give rise to a distinct vibration pattern (vibration signature) and hence mostly faults can
be identified using vibration parameter. The objective of condition monitoring of a machine using sensor
networks is to predict the machinery fault well in advance of its occurrence. Each machine fault produces a
unique set of vibration components that can be used for identification. Some of the common machinery
faults which occur in rotating machinery [2] are depicted in Fig. 1.

Fig. 1. Most common faults occurs in rotating machines.

In this paper, application of sensor networks to machine condition monitoring has been demonstrated.
The network consists of sensors mounted on the machine which acquires vibration parameters and a data
acquisition system (DAQ) to convert the data from analog to digital form. The digitized data is transferred
to software in a computer for further analysis processing to know the status of the rotating machine. Fig. 2
shows the sensor networks applied on rotating machinery.

Fig. 2. Sensor Networks applied on rotating machinery.

2. TYPES OF CONDITION MONITORING

There are two types of techniques that are available for condition monitoring of rotating machinery namely
off-line and on-line condition Monitoring. In off-line monitoring, sensors are mounted on machinery at
selected location and vibration is measured (or recorded and later analyzed) at selected time intervals in the
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field; then an analysis is made either in the field or in the laboratory. Advanced analysis techniques usually
are required for fault diagnosis and trend analysis. Trend monitoring provides information at a very early
stage about incipient failure and usually is used where (i) very early warning of faults is required, (ii) advanced
diagnostics are required, (iii) measurements must be made at many locations on a machine, and (iv) machines
are complex [3]. Fig. 3 shows typical setup for offline condition monitoring.

Fig. 3. Off Line Condition Monitoring. Fig. 4. On Line Condition Monitoring.

In on-line monitoring, sensors are mounted on machinery and vibration is measured continuously at
selected locations of the machine and is constantly compared with acceptable levels of vibration. The principal
function of an online condition monitoring system is to protect one or more machines by providing a warning
that the machine is operating improperly and/or to shut the machine down when a preset safety limit is
exceeded, thereby avoiding catastrophic failure and destruction. In on-line monitoring system, sensors are
mounted permanently at each selected measurement location. For this reason, such a system can be very
costly, so it is usually used only in critical applications. Fig. 4 shows typical setup for online condition
Monitoring.

3. METHODOLOGY PROPOSED

The work presented in this paper is based on the online condition monitoring approach. In online condition
monitoring data is acquired continuously from various places. Thus, system needs a number of sensors to
read vibration data from different locations and these data are transferred into computer for further analysis
to exhibit the present condition of the machine.   Hence sensor networks are used to continuously measure
the data from different locations to perform the online condition monitoring of rotating machinery. Fig. 5
shows the model diagram of sensor networks for condition monitoring. Various sensors are connected at
data acquisition system to computer through LAN cable. TCP/IP communication protocol is used to make
communication between PC and DAQ.

Fig. 5. Model Diagram for sensor networks for Condition Monitoring.
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Data Acquisition System consists of a Filter to control the noise and A to D converter to convert the
analog data into digital form. Data acquisition system is acquired the sensor data and transfer the data to PC
through LAN Cable. The TCP/IP protocol is used to make the communication between Computer and Data
Acquisition System. Fig. 6 shows the Block diagram of the sensor networks for condition monitoring of
rotating machinery.

Fig. 6. Block diagram for Sensor Networks with three sensors.

Fig. 7. Front-end Setup

The DAQ Front-end communicates with the PC using an Ethernet connection. The communication
protocol used is the same as that used to connect your PC to a network. Before the PC can communicate with
the DAQ, the PC that the system is to be connected must know what IP address that the Front-end (DAQ) is
using [4]. Typical Front-end setup is shown in Fig. 7. After the setup is configured, the system will be ready
for measurements.

4. IMPLEMENTATION OF SOFTWARE

A GUI based Software has been implemented to post process the data measured through sensor network. A
screen shot of the software is shown in Fig. 8.

Various modules are briefly explained below:

CMSMAIN: Various functions are performed by this module. It indicates the user various options
available with the software and   prompts him to select the option according to his requirements. It enquires
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for input data and receives it. It reads the file, calls the subroutines as and when required, at various stages
of program. In general, the program being user friendly and very interactive, guides the user throughout
running of the program via this interface.

Time Domain: The function of this module is to display the data in time Vs amplitude Graph.

FFT: The function of this module is to read the number of samples from time domain data, required
frequency range from the user and uses FFT algorithm for converting Time Domain Spectrum to FFT spectrum.
Finally, it displays the Frequency Vs Amplitude Graph.

Trending: The function of this module is to obtain the previous data from data base and plot the Graph
of Frequency Vs Amplitude for comparing previously measured and present data.  Display the data of
frequency Vs Amplitude for previous and present data.

Fault Diagnosis: Various possible faults along with symptoms are implemented as rule based expert
system. The function of this module is to apply the rule base on FFT spectrum to determine the possible
faults and to display the corrective action.

Report Generation: The function of this module is to generate the total report for present condition of
Machine.

5. CASE STUDY

A typical case study is presented here for the demonstration of condition monitoring of Rotating Machinery
Using Sensor Networks. An industrial fan was considered for demonstration of methodology. Vibration
data was acquired using an instrumentation setup as shown in Fig. 9 (a). The set up consists of three vibration
accelerometers (Bruel & kjaer Type 4382) and Data acquisition system (Bruel & Kjaer Pulse Controller Type
7536).

Measurements were carried out on the fan with three sensors simultaneously first without any fault and
then with a simulated fault of unbalance. For simulation of unbalance, a mass was attached to one of the fan
blades as shown in Fig. 9 (b).

Fig. 8. GUI Screen sho.
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Fig. 9(a). Hardware setup with on fan. Fig. 9(b). with unbalance mass.

Typical vibration acceleration spectra thus acquired are shown in Fig. 10 (a) and Fig. 10 (b) respectively
for the cases of fan without unbalance and fan with unbalance. It can be clearly seen from spectra that there
is an increase in amplitude at fundamental frequency (1 X RPM) due to unbalance. For unbalance, the FFT
spectrum will show a predominant 1x rpm frequency of vibration as is well known. Vibration amplitude at
the 1x rpm frequency will vary proportional to the square of the rotational speed. The acquired data was fed
to developed software.  The software output indicated unbalance using the three sensor network data thus
vindicating that the methodology is useful for condition monitoring using sensor network.

Fig. 10. Vibration  spectrum with fan running  (a)  without unbalance (b) with unbalance

(a) (b)

6. CONCLUSIONS AND DISCUSSION

i. Sensor network was successfully designed by positioning the vibration sensors on rotating machinery
and connecting these sensors to data acquisition system and to computer using LAN interface cable.
The LAN interface module was used to acquire the vibration data from data acquisition system to
computer. A TCP/IP communication protocol was used to make the communication between
computer and data acquisition system.

ii. A MATLAB software tool was used to implement the condition monitoring software. Software
modules were implemented to read the vibration data and exhibit the time domain analysis, frequency
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analysis, trend analysis and fault detection. The software was successfully demonstrated for industrial
fan.

iii. Wired sensor networks are in vogue in most applications today. With the advent of wireless
technology, wireless sensor networks are being slowly adopted for the condition monitoring of
rotating machinery. Future direction for condition monitoring appears to be remote and wireless
monitoring.
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ABSTRACT

The ultrasound is the most popular and cost effective real time imaging technique, but it suffers
from problem of poor resolution as compare to other existing imaging modalities. So, in this paper
the effect of using the coded excitation i.e. frequency modulated chirp is analysed in view to explore
the further possibilities to enhance the resolution of an ultrasound image. This paper basically
deals with the application of coded excitation for simulating of cyst phantom image using FIELD-
II. For this, the state of art linear propagation method based on spatial impulse response, FIELD-II
is used. The received echoes in the simulation are gathered for image formation, using the Time-
Delay estimation method, from user selected target region. The linear frequency modulated (chirp)
pulse produced by two most promising window techniques are discussed and compared with
response of conventional ultrasound pulse. For the simulations, a 3.5 MHz, 16x12 element,
rectangular phased array transducer is used.

1. INTRODUCTION

The tissue inhomogenity causes wavefront distortion and the quality of image is degraded in ultrasound
imaging. This leads to poor signal to noise ratio (SNR) and penetration depth. Due to low SNR and penetration
depth, coded excitation can be used in ultrasound imaging to improve SNR and penetration depth maintaining
its high axial and lateral resolutions. Coded excitation is widely used in the radar systems. Their application
to medical ultrasound was observed in 1970s when they were first used to improve the performance of flow
estimation by Ohtsuki et al. [1] and in ultrasound imaging by Takeuchi et al.[2, 3] Therefore here we use
delay and sum beamformer with coded excitation to compensate to some extent for the distortion. The use
of coded excitation in ultrasound has been mentioned in previous works [4, 7].

Other applications of coded excitation include
A. Increasing the frame rate and improving resolution [8],
B. Enhancing the detection of contrast agent [9],
C. Increasing the depth of field [10],
D. Improving the SNR in finite amplitude distortion based harmonic imaging [11],
E. Enhancing the generation of harmonics by contrast agent micro-bubbles [12, 13] and
F. Suppressing selected harmonic components in nonlinear imaging [14].

The main idea behind coded excitation is to increase emitted energy by elongating the transmitted
waveform (without increasing peak level) while still preserving resolution by the time compression processing.
The beam formation as per Hyugen's principle is a prime function to be focused on.

© 2014 Acoustical Society of India
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The functions of a beamformer include the following:

A. Generate transmit timing and possible apodization (the term apodization will be used as a synonym
for weighting. tapering, and shading) during transmit.

B. Supply the time delays and signal processing during receive.

C. Supply apodization and summing of delayed echoes.

D. Possible additional signal processing related activities.

 The goal of all of these functions is to create a narrow and uniform beam with as low sidelobes over as
long a depth as possible. During both transmit and receive operations, appropriate delays will be supplied
to accomplish the focusing and steering needed. Most adaptive imaging techniques used in medical ultrasound
operate by correcting phase and amplitude aberration errors to improve image contrast and resolution [12,
13].

2. FIELD II

The most widely used linear model for ultrasound wave propagation has been developed by Jensen et al.
who have named their program as FILED. The FIELD [15] is based on Tulphome-Stepanishen approach of
calculating the spatial impulse responses. It is very efficient and accurate approach to calculate all types of
fields like emitted, received, pulsed, CW with all possible transducer geometries. It is based on the
inhomogeneous wave equation derived for describing scattering and propagation in an inhomogeneous
medium [16]. The model can be implemented with any kind of transducer geometry and excitation [17].

The FIELD-II program written in Matlab, is the modified version of original FIELD program. The modified
version facilitates time varying focusing and apodization which yields in simulation of imaging of tissues
and blood flow estimation. Some standard simulation phantoms are used for designing and evaluating
ultrasound transducers, beam formers and systems. The phantoms investigated provide indication of sidelobe
levels, focusing abilities and imaging contrast ability to detect low contrast objects for real imaging [18].

3. DELAY AND SUM BEAMFORMER

Delay-and-sum (DAS) beamforming is the standard technique in medical ultrasound imaging. An image is
formed by transmitting a narrow beam in a number of angles and dynamically delaying and summing the
received signals from all channels. The side-lobe level of the DAS beamformer can be controlled using aperture
shading, resulting in increased contrast at the expense of resolution. In contrast to the predetermined shading
in DAS, adaptive beamformers use the recorded wave-field to compute the aperture weights. By suppressing
interfering signals from off-axis directions and allowing large side-lobes in directions in which there is no
received energy, the adaptive beamformers can increase resolution [19].

4. LINEAR FREQUENCY MODULATED WAVE

Convectional ultrasound pulses are used in imaging soft tissues in the previous days. But with the
improvement of technology and with the problems associated with convectional ultrasound imaging such
as more band width and greater axial level the focus was moved on to linear frequency modulated wave in
which the ultrasound pulse is modulated using a linear frequency wave. This is a method of coded excitation
technique.

The general linear FM (or chirp) signal can be expressed in complex notation as:

= + − ≤ ≤ψ π 2
0( ) ( ).exp[ 2 ( )],

2 2 2
B T T

t a t j f t t t
T

where f0  is the center frequency, T is the signal duration and B  is the total bandwidth that is swept.

As we know that the time derivative of the phase is  the instantaneous frequency, it  is given by:
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In practical terms Fi  indicates the spectral band in which the signal energy is concentrated at the time instant
t. The parameter B=T is often denoted as µ , and referred to as the FM slope or the rate of FM sweep.

The signal sweeps linearly the frequencies in the interval − +0 0[ , ]
2 2
B B

f f .

The linear FM pulse is shown in Figure 1 has been used in the simulations. Its frequency spectrum and
time autocorrelation are also shown in Figure 1.
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Fig. 1 (a) Instantaneous frequency vs time, (b) LFM chirp waveform, (b) its frequency spectrum,
 (d) time autocorrelation function, obtained with center frequency 2MHz,

 bandwidth 1MHz and pulse duration of 25µs.

5. RESULTS

Delay and sum beamformer is studied with coded excitation on cyst phantom. The cyst phantom consists of
a collection of point targets, five cyst regions, and five highly scattering regions. This can be used for
characterizing the contrast-lesion detection capabilities of an imaging system. The scatterers in the phantom
are generated by finding their random position within a 60 x 40 x 15 mm cube, and then assign Gaussian
distributed amplitude to each scatterer. If the scatterer resides within a cyst region, the amplitude is set to
zero. Within the highly scattering region the amplitude is multiplied by 10. The point targets have fixed
amplitude of 100, compared to the standard deviation of the Gaussian distributions of 1.
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A linear scan of the phantom is done with a phased array transducer of 3.5 MHz center frequency with
following excitation parameters:

No of elements = 192

No of active elements = 64

Element height = 5 mm,

Width = Wavelength

Kerf = 0.05 mm

Apodization Hanning

The pulses used are linear frequency modulated pulses. A single transmit focus was placed at 60 mm,
and receive focusing was done at 20 mm intervals from 30 mm from the transducer surface. The resulting
image for 100,000 scatterers has been observed in this work.

The two most promising window techniques used for generating linear frequency modulated are shown
below along with the generated chirp signals in Figure 2.
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The above FM pulse is transmitted and received by a phased array transducer of above mentioned
configuration. According to the delay and sum beamformation, received responses are gathered to form an
image of artificial phantom as shown in Figure 3.

In Figure 3(a), the highly scattering regions are shown using the white circles and the remaining black
circular shapes on right are the cysts to be imaged. The cysts are clearer and sharp in images formed using
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linear FM pulses. The second cyst from top in Figure 3(c) is showing scattering of ultrasound at the centre.
Similarly, the shapes and boundaries of others cysts in figure 3(c) are unclear and not that sharp. There is
very small difference in quality of images formed using linear FM pulses with flattopwin window and
Kaiser, but still visually image with Kaiser window looks more satisfactory. The third cyst from top exactly
at focal depth is the best place to compare three images. By observing the Figure 3, it can easily be mentioned
that the use of coded excitations can further enhance the image quality.

6. CONCLUSIONS

As per the above study, it is very clear that using the coded excitation methods the imaging ability of the
ultrasound can be further enhanced. The intelligent selection of coded excitation combined with
beamformation algorithm can lead to further improvement of both lateral and axial resolutions. The linear
FM pulse with appropriate window technique can generate the ultrasound field suitable for imaging various
organs. The correct combination of them will of course affect the quality of an image. This will surely help
physicians to diagnose the smaller and distant objects in the human anatomy with sharper images. The
ultrasound imaging can be further investigated with optimized LFM pulses and may be with other coding
techniques. The beaforming algorithm suitable for the selected coding technique and their correlation can
also be studied.
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ABSTRACT

1-3 piezocomposite materials are gaining prominence in recent years for the development of large
area hydrophone arrays, as transducers for high frequency imaging arrays for sonars and so on
because of their light weight and superior electromechanical properties. The work carried out in
the development of piezocomposite elements for the above applications has been discussed.

1. INTRODUCTION

Transducers in the general sense are devices for converting energy from one form to the other. In
electroacoustic transducers we are concerned with the conversion of electrical energy into acoustic energy
or vice-versa. Transducers used in sonar, under-water communication, under-water imaging and non-
destructive testing applications generally employ piezoelectric materials such as lead zirconate titanate (PZT),
as active components, because of their high electromechanical coupling coefficient and low electrical and
mechanical losses. However, their higher specific acoustic impedance, higher weight factor and poor
mechanical properties are undesirable in certain applications. On the other hand, the piezoelectric polymers
like polyvinylidene fluoride (PVDF) have very low specific acoustic impedance offering excellent impedance
matching with water/human tissues. The serious drawbacks of these materials are very low values of
electromechanical coupling coefficient and dielectric constant. Recently, piezocomposite materials have been
developed by combining active piezoelectric materials with passive polymers, thereby taking advantages of
the desirable features of both the constituent materials. Some of the advantages of the piezocomposites are
higher electromechanical coupling coefficients, low specific acoustic impedance, a wide range of dielectric
constant, low dielectric and mechanical losses, variable sound velocity, low mode-coupling, ease of
subdividing into acoustically isolated array elements and formability into complex curved shapes etc.
Piezocomposite transducers with predetermined properties can be tailor-made for a specific application by
optimizing the type and proportion of ceramic and polymer components and their relative arrangements in
the composite structure. A pattern in which the piezoceramic and polymer materials of a composite are
physically connected in three dimensions in a systematic arrangement is called connectivity. Each phase in
a composite is continuous in zero, one, two or three dimensions in a systematic arrangement is called
connectivity. Each phase in a composite is continuous in zero, one, two or three dimensions. For a composite
with two material phases, there are 10 possible connectivity patterns viz., 0-0, 0-1,0-2,0-3,1-1,1-2,1-3,2-2,2-3
and 3-3. The first number refers to the ceramic phase and the second number to the polymer phase. For
example, in 1-3 connectivity, the ceramic material is self connected in only one direction and the polymer
material is self-connected in all the three directions corresponding to the coordinate axes [1]. Among the
various types of piezocomposites, the one with 1-3 connectivity is widely used because of its relative ease of
fabrication and flexibility of design variables [2-4]. In 1-3 piezocomposites, the active ceramic rods are
embedded in a polymer matrix. The lateral spacing of the rods in the periodic array plays an important role

© 2014 Acoustical Society of India
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in deciding the microstructure of the composite plate. The piezocomposite plate is fully electrode on the top
and bottom surfaces, poled and operated in the thickness-mode of vibration. In this configuration, the
individual ceramic pillars are considered to be axially polarized thin rods and vibrate in the longitudinal
(33) mode. The compliant polymer matrix provides flexibility to the composites enabling them to be light-
weight and have better acoustic impedance matching. In this paper, the studies carried out for the development
of piezocomposite elements for various high frequency transducers and large hydrophone arrays have been
discussed.

2. EXPERIMENTAL WORK

NMRL has developed a dice- and- fill technique for the fabrication of 1-3 piezocomposites of larger sizes
with reproducible end properties [5]. In this method, parallel cuts are made on a piezoceramic plate in two
perpendicular directions parallel to the plane of the plate. At the bottom of the plate, a small portion is left
uncut which acts as a base to hold the ceramic pillars. The gaps in the array of rod are later filled with a
polymer.  Once the polymer is cured, the composite is separated from the ceramic base, polished, electroded
and poled. The various critical process variables such as PZT rod size , rod spacing,  polymer phase, volume
fraction of each phase, electrode material etc have all been optimized for achieving the required performance.
However, it is very difficult to fabricate a composite with very fine rod size using this technique. The minimum
rod size achievable is limited by the accuracy of the dicing saw and the ability of the ceramic to survive the
cutting process.

3. APPLICATIONS

Improved transducer characteristics of piezocomposites compared to the conventional PZT materials make
them very attractive for many underwater applications.  The most important property is that the transducer
properties can be tailor-made for a particular application, by suitably controlling the ceramic volume fraction
in the composite [6-7]. Some of the important applications of 1-3 piezocomposites are listed in the following
sections.

3.1 Wide-band transducer

Piezocomposite transducers are lossy in nature and this lead to wide band acoustic response. The active
element is normally in a planar shape with thickness much larger than the lateral dimensions. Hence, it is

Fig. 1. Fabrication process for a 1-3 Piezocomposite.
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operated at the thickness-mode resonance. In order to reduce the operating frequency band to sonar frequency
ranges, a few layers of composite plates are stacked together to from a multi-layer configuration. In this
design, the individual layers are mechanically connected in series and electrically connected in parallel. The
resonance frequency of the stack is determined by the overall thickness of the stack [8].

Fig. 2. 1-3 piezocomposite transducer stack.

It is made water-worthy by encapsulating in polyurethane. The photograph of a piezocomposite stack
used as a wide band transducer is shown below.  A typical Transmitting Voltage Response (TVR) and
Receiving sensitivity of such a piezocomposite transducer are also shown below. It can be seen from the
figure that this transducer shows a broad band response. These types of transducers enable the sonar operator
to choose any operating frequency in this band, depending upon the on-field operational requirements.

Fig. 3. Transmitting and Receiving Voltage response of a 1-3 piezocomposite transducer stack.
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3.2  Large-area hydrophone array

Large-area hydrophones have high Signal-to-Noise Ratio (SNR), which makes them very attractive for passive
sonar applications in which the signal strength is very low at large ranges. Large-area hydrophone arrays
can be easily fabricated using 1-3 piezocomposites by arranging smaller piezocomposite slabs into a large
2-dimensional array. The array is encapsulated in rubber or polyurethane and fixed on the outer hull of the
submarine.

Fig. 4. Prototype of a large area piezocomposite hydrophone array.

Piezocomposites are more suitable for this application, because they have higher receiving sensitivity
and figure-of-merit than the PZT hydrophones of the same size and similar design. It is possible to fabricate
conformal arrays, which are large-area hydrophone arrays conforming to the hydrodynamic shape of the
ship or submarine.  Another important feature associated with the piezocomposite hydrophones is that the
receiving sensitivity is less-dependent on the hydrostatic pressure acting on the arrays at greater depths of
operation, making them more useful for submarine- based sonar application.

 The main requirements for a high frequency operation are the high spatial and bearing resolutions at
relatively closer ranges to detect obstacles in the path of the ship. This is achieved by operating the sonar at
high frequencies.

A known volume of water in front of the ship is insonified using a transmitter and the echo is received
by an array of hydrophones and processed to obtain an underwater acoustic image of the scanned volume.
The important criteria of the transducer array used for this application is that it should be able to transmit
shorter pulses with very little or no ringing. In addition, this application requires arrays with large number
of transducer elements individually driven to meet specific beam width requirements. The high frequency
of operation poses a challenge in assembling smaller transducer elements into an array form using PZT
ceramics. All these problems can be avoided if one uses a piezocomposite as active element.  1-3
piezocomposite transducers have very less ringing and are most suitable for high resolution applications [9-
12]. Transducer arrays with large number of elements can be fabricated from a monolithic 1-3 piezocomposite
panel on which the required electrode pattern can be applied to define the individual transducer elements.
This avoids the complications in assembling an array out of individual elements that are too small to handle.
The most important advantage of a piezocomposite array is that the inter-element coupling is very low, of
the order of about -30 dB and hence, the individual elements can be safely driven with different voltages,
although the array is made up of a single large block of piezocomposite. This is impossible to achieve using
the conventional PZT-based transducer arrays.
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3.4  Underwater imaging sonar array

1-3 Piezocomposite transducers are high-resolution broad-band transducers. Hence, they are widely used
in underwater imaging applications such a side-scan sonar that maps the sea floor. A transducer line-array
towed from a ship scans the sea bottom with narrow beams on either sides of the ship's trajectory. The
movement of the ship along a linear path helps to scan an area of the sea floor with successive beams. Any
buried objects viz, ship wreck, can be easily located.

The important property of the transducer array for high frequency application is the ease with which
the beam pattern can be controlled precisely. The side-lobes, that deteriorate the image quality, can be greatly
controlled using patterned electrodes that are easily applied on piezocomposites. This helps in enhancing
the image contrast. The inter-element cross-talk is very less in 1-3 piezocomposites due to the presence of
compliant polymer matrix, which provides structural isolation and reduces the lateral coupling between
adjacent elements.

3.5 Transducer array for torpedoes

Because of the smaller size of the platform and short range detection requirements, the torpedo sonar systems
are operated at fairly higher frequencies. Further, they are disposable and are operated at relatively lower
power levels. Considering the higher speed of the platform and the shorter ranges of operation, the transducer
array must be capable of transmitting shorter pulses without ringing and has to be light- weight.  1-3
piezocomposite transducers satisfy these criteria and are found to be the most suitable active material for
this application.

3.6 Constant beam-width transducer

The beam-width of a transducer generally decreases with increase in frequency. Hence, the spectral content
of the transmitted or received signal varies with relative position of the target in the beam and the fidelity of
an underwater acoustic system depends on the orientation of the transducer with respect to the target.  It
leads to design complications in certain applications where a transducer is expected to operate over a wide
frequency range. In such cases, it is highly desirable to use a Constant Beam-width Transducer (CBT).

The concept of CBT relies on an axisymmetric velocity distribution acting over a spherically curved
surface. The velocity distribution follows a Legendre shading function realised by dividing the surface
electrodes into discrete concentric rings as shown in the figure  and applying a weighted potential to the
individual electrodes.

This is easily achieved by using 1-3 piezocomposites, which can be formed into the shape of a spherical
shell and it is feasible to apply shaded electrodes on the spherical surfaces. The 1-3 piezocomposite slab with
thermoplastic matrix, can be formed into a spherical shape and applied with patterned electrode. The PZT
pillars lying under each electrode segment constitute one element and all such elements formed into concentric
circles are driven with weighted voltages to achieve constant beam-widths over a band.  Although the

Fig. 5. A typical piezocomposite array with patterned electroding.
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electrodes are applied on the same monolithic spherical shell of piezocomposite, the excitation of one segment
does not affect the adjacent segment due to the excellent structural de-coupling properties of 1-3
piezocomposite, which make them superior to other piezoelectric materials for this application.

4. CONCLUSION

Piezocomposite materials especially with 1-3 connectivity are emerging as suitable candidates for the design
and development of acoustic transducers for high frequency imaging applications owing to their unbeatable
characteristics. The material characteristics can be tuned to suit a specific system application which is an
added advantage.
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ABSTRACT

Resonances characteristics are related to changes of cavity in size and configuration, Quality of
oral resonance is often directly related to the opening of the mouth, achieved by mandible posturing
and the relative height of the placement of the tongue within the oral cavity.  Oral resonances can
be perceived as the formant frequencies which are observed best during the production of vowels.
Following the maxillectomy and mandibulectomy surgery for cancerous lesion, there is an observable
change in size and configurations of the vocal tract resulting to changes in the resonances thus
affecting the formant frequencies. Need for the study: Though there are literatures available on the
speech characteristics namely articulation, resonance and speech intelligibility of maxillectomy
and / or mandibulectomy patients, there is limited information documented regarding the resonance
characteristics  and its impact on speech intelligibility of patients who have undergone both
maxillectomy and mandibulectomy with reconstruction of the mandibular defect and use of palatal
prosthesis for closure of the maxillectomy defect. Aim: The present study was aimed to determine
the vocal tract resonance characteristics and usefulness of palatal prosthesis in improving the
resonance and speech intelligibility in subjects of combined maxillectomy and mandibulectomy.
Method and Materials: Two male subjects, who had undergone maxillectomy and mandibulectomy
for extensive lesion of buccal mucosa, were recruited for the study. They had undergone
maxillectomy of variant type and mandibulectomy with reconstruction of the primary defect. Subject
A had also received post operative radio therapy and chemotherapy for the same. The defect of the
mandible was reconstructed by pectoralis major myocutaneous muscle flap. Subject B had received
pre operative radiotherapy and reconstruction of the defect by radial forearm flap on right cheek
and buccal fad pad on left cheek. Following maxillectomy surgery, both of the subjects been using
palatal prosthesis. Objective evaluation of speech was carried out using CSL 4400 instrument to
evaluate acoustic parameters of resonance such as formant frequencies of vowels and 2nd formant
transition.  Formant frequencies of vowels were considered for the study as they represent the
resonance of the vocal tract. Since the vowels are produced orally with open vocal tract, for effective
production of vowels the resonance would take place only in the oral cavity. Formant frequencies
were measured with and without the prosthesis and the 2nd formant transition were also measured
to evaluate objectively the placement and the movement of the tongue within the oral cavity. Analysis
of formant frequencies of vowels /a/, /i/ and /u/ in isolation and in words such as /a/ in /a: ne/
, /i/ in /illi/ and /u/ in /u: ta: /, which had embedded vowels was examined spectrographically.
The mouth to microphone distance was maintained at 6cms. The acoustic signals were digitized at
44100 Hz per channel with 32 bit resolution to a computer. Results and Discussion:  The study
revealed that both the subjects, subsequent to excision of lesion showed a varied picture of affected
resonance and speech intelligibility. Oral Peripheral Mechanism Examination revealed deviated
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lip to left side in subject A and to right side in subject B, missing teeth on top row, with intact
tongue and its movement. Velar elevation was restricted.  Intra oral pressure could not be built by
the subjects due to inadequate lip seal. Vocal tract resonance was observed to be altered in both
subjects after surgery due to ablation of the palate, leading to impaired connection between the
oral and nasal cavity. Spectrographic analysis without the palatal prosthesis revealed all formant
frequencies (F1, F2 and F3) to be deviated from normal due to the presence of anti resonances due
to the presence of hypernasality. Formants were not clearly visible without the prosthesis. It was
noted that dampening of the energy was more without the prosthesis than with prosthesis, thus
attributing to the perception of hypernasality. Assessment of second formant transition and duration
of transition did not differ significantly with and without palatal prosthesis indicating that speech
intelligibility is predominantly affected by the nasal air emission and rate of speech rather than
imprecise placement of tongue following the surgery. Speech intelligibility was found to be better
with prosthesis.

1. INTRODUCTION

Head and neck cancer particularly oral cancer are one of the major health hazards faced in India. The treatment
options for oral cancers are usually multi modality based. Cancer outcomes are measured in terms of overall
disease free survival, and prognosis (including quality of life). Oral cancers are usually treated by combined
modality such as surgery followed by radiotherapy. Maxillectomy and / or mandibulectomy surgical
procedure involves removal of the part(s) affected by cancerous lesion.  Resection may be partial or total.
Total resection involves complete removal of the structure whereas partial resection involves either only
segmental or hemi - resection which includes excision of half of the entire structure (either maxilla or
mandible). Resection of the maxilla causes problems in fundamental activities such as speech, swallowing
and mastication, because of the loss of an anatomical separation between the nasal and oral cavities. Coupling
of the oral and nasal cavities increases nasal resonance, resulting in hypernasality.

The mandible also plays a very important role in mastication and / or speech production by modifying
the resonant characteristics of the vocal tract. Segmental resection of the mandible leads to significant patient
morbidity than marginal mandibulectomy with no loss of local control (Randall,, and Walsh - Waring, 1987).
Loss of mandibular support to the teeth, tongue and lip causes dysfunctional mastication, swallowing, speech,
airway protection and oral competence. Although jaw movement is very slight during normal speech
production, inadequate, inappropriate or sluggish movement may contribute to articulatory deficits. Patients
also suffer disfigurement following segmental mandibulectomy because the mandible is an important aesthetic
landmark. The degrees to which dysfunction and disfigurement occur depend both on the location of the
mandibular segment removed and the amount of surrounding soft tissue excised. Therefore preservation of
the mandible and maxilla is key to good functional and cosmetic results after surgical excision in oral cavity.
Patients who have undergone both maxillectomy and mandibulectomy, which is a rare condition, usually
exhibit combined effects of truisms, cosmetic deformity and functional disability such as speech impairment
and swallowing disability. Speech impairment in terms of production of imprecise articulation, varied
resonance characteristics and reduced overall speech intelligibility are commonly seen. Thus the combined
effect is more severe than that experienced after surgeries of only maxilla or mandibular lesions. The defects
created by maxillectomy can be managed by prosthetic obturator or reconstruction using free and
microsurgical transplants, grafts and distant or regional flaps.  However, the prosthetic management would
be preferred due to its rapid accomplishments, low cost and the possibility of modification according to the
patient needs.

Resonances characteristics are related to changes of cavity in size and configuration, Quality of oral
resonance is often directly related to the opening of the mouth, achieved by mandible posturing and the
relative height of the placement of the tongue within the oral cavity.  Oral resonances can be perceived as the
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formant frequencies which are observed best during the production of vowels. Following the maxillectomy
and mandibulectomy surgery for cancerous lesion, there is an observable change in size and configurations
of the vocal tract resulting to changes in the resonances thus affecting the formant frequencies.

2. NEED FOR THE STUDY

Though there are literatures available on the speech characteristics namely articulation, resonance and speech
intelligibility of maxillectomy and / or mandibulectomy patients, there is limited information documented
regarding the resonance characteristics  and its impact on speech intelligibility of patients who have undergone
both maxillectomy and mandibulectomy which is a rare condition, a with reconstruction of the mandibular
defect and use of palatal prosthesis for closure of the maxillectomy defect.

2.1 Aim

The present study was aimed to determine the vocal tract resonance characteristics and usefulness of palatal
prosthesis in improving the resonance and speech intelligibility in subjects of combined maxillectomy and
mandibulectomy.

2.2 Method and Materials

Two male subjects (A and B) aged 48 years and 61 years respectively  had undergone maxillectomy and
mandibulectomy for extensive lesion of buccal mucosa, were  reported to the department of speech language
studies of Dr.S.R.Chandrasekhar institute of speech and hearing, Bangalore, with the complaint of reduced
clarity of speech and swallowing difficulty were   recruited for the study. Their surgical details revealed at
the time of the study, subject A had undergone partial left maxillectomy and hemi mandibulectomy with
temporary tracheostomy. He had also received post operative radio therapy and chemo therapy for the
same. The defect of the mandible was reconstructed by PMMC flap 1 year back. Subject B had undergone
mandibulectomy and segmental maxillectomy and temporary tracheotomy for recurrence of squamous cell
carcinoma on the right infra temporal fossa and posterior maxilla for past history of oral sub mucosa fibrosis
excision. Subject B had received pre operative radiotherapy and reconstruction of the defect by radial forearm
flap on right cheek and buccal fad pad on left cheek. Mandibular defect was reconstructed by free fibula
flap. The left part of the lower lip is stretched to complete the construction. Due to this lower lip was deviated
to the left side. Following maxillectomy surgery, both of the subjects been using palatal prosthesis. They
were subjected to   perceptual and Objective evaluation that included

1. Examination of oral structural and function

2. Resonatory assessment and

3. Assessment of speech intelligibility.

Objective analysis of speech was carried out using CSL 4400 instrument to evaluate acoustic parameters
of resonance such as formant frequencies of vowels and 2nd formant transition.  Formant frequencies of
vowels were considered for the study as they represent the resonance of the vocal tract. Since the vowels are
produced orally with open vocal tract, for effective production of vowels the resonance would take place
only in the oral cavity. Formant frequencies were measured with and without the prosthesis and the 2nd

formant transition were also measured to evaluate objectively the placement and the movement of the tongue
within the oral cavity. Analysis of formant frequencies of vowels /a/, /i/ and /u/ in isolation and in words
such as /a/ in /a: ne/, /i/ in /illi/ and /u/ in /u: ta: /, which had embedded vowels was examined
spectrographically. The mouth to microphone distance was maintained at 6cms. The acoustic signals were
digitized at 44100 Hz per channel with 32 bit resolution to a computer. The recording was carried out for
both the subjects with and without palatal prosthesis. Speech intelligibility for both the subjects' recording
was assessed by 3 speech language pathologist with minimum 5 years of experience using 3 point rating
scale. All speech recordings were carried out in a silent room. Speech intelligibility was
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3. RESULTS AND DISCUSSION

The study revealed that both the subjects, subsequent to excision of lesion showed a varied picture of affected
resonance and speech intelligibility. Oral Peripheral Mechanism Examination revealed deviated lip to left
side in subject A and to right side in subject B, missing teeth on top row, with intact tongue and its movement.
Velar elevation was restricted.  Intra oral pressure could not be built by the subjects due to inadequate lip
seal. Vocal tract resonance was observed to be altered in both subjects after surgery due to ablation of the
palate, leading to impaired connection between the oral and nasal cavity. Spectrographic analysis without
the palatal prosthesis revealed all formant frequencies (F1, F2 and F3) to be deviated from normal due to the
presence of anti resonances due to the presence of hyper nasality. Formants were not clearly visible because
of open vocal tract that is recorded without prosthesis (fig1). There was also no noted change in the intensity
indicating that the distance between the microphone and the subject's mouth was kept constant.  Therefore,
this dampening of the energy was more without the prosthesis than with prosthesis, thus attributing to the
perception of hypernasality (fig 1). From figure 2, the formant frequencies can be viewed more clearly and
hence the resonance characteristics improved with the prosthesis.  Therefore, acoustic analysis of speech
sounds indicated improvement in resonance and speech intelligibility in subjects with palatal prosthesis, as
opposed to condition without palatal prosthesis. This also correlated in the results of the perceptual evaluation
of speech intelligibility of words to be better with prosthesis. Study done by Teles, Krook&Lauris, (2006),
suggested the use of obturator to obliterate the undesired communication between the oral and nasal cavities
as a result of maxillectomy, and to improve speech intelligibility. Of the 23 patients who had undergone
infra medial- structural maxillectomy, 16 patients exhibited a significant hyper nasality reduction with the
obturator in place. Hagino, et al (2008) studied the speech  intelligibility(SI),of eleven patients who underwent
mandibulectomy without glossectomy, with and without prosthesis to evaluate their speech ability and the

Fig. 1. Formant  frequency of Vowel /a/ without palatal prosthesis of subject A

Fig. 2. Presence of formant frequency of vowel /a/ with   palatal prosthesis of subject B
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acoustic features such as Formant 1 (F1) and Formant 2 (F2) range to evaluate objectively the limitation of
tongue movement. Their study indicated that the three variables such as ease of tongue movement, mandibular
bone contribution and soft tissue grafting, contributed to the recovery of speech ability with prosthodontic
treatment.  Acoustic analysis of the five vowels in maxillectomy patients was reported that lower F2 for all
vowels and higher F1 for /i/ and also reported that F2 range decreased indicating the difficulty to maintain
F2 properly (Sumita, Ozawa, and Mukohyama, 2002).Assessment of second formant transition and duration
of transition did not differ significantly with and without palatal prosthesis indicating that speech intelligibility
is predominantly affected by the nasal air emission and rate of speech rather than imprecise placement of
tongue following the surgery. Speech intelligibility was found to be better with prosthesis. Our study is in
correlation with the study done by Emily, Tobey and Lincks (1989) who evaluated the acoustic speech changes
after maxillectomy and prosthetic management. They have also reported that prosthodontic restoration
significantly reduced the nasal resonance leading to overall improvement in speech. They suggested that
Acoustic speech changes after maxillectomy and prosthetic management showed significantly reduced nasal
resonance in all patients either: (1) completely eliminating the resonances, (2) reducing the amplitudes of the
resonances and (3) changing the frequency of the resonances to more nearby regions of the vowels. Assessment
of Speech intelligibility revealed a significant improvement with the palatal prosthesis. Subjects experienced
greater escape of air without the palatal prosthesis leading to reduced rate of speech, thus affecting speech
intelligibility. However, when palatal prosthesis was used, amount of nasal air emission reduced, thereby
enabling the subjects not only to speak more intelligibly but also with less effort. Both the subject's speech
was perceived to be unintelligible and given a score of 0 for subject A and score of 1 for Subject B without the
palatal prosthesis whereas improved score of 2 on the rating scale with prosthesis indicated the improved
speech intelligibility. Our study is in accordance with the study done by   Teles, Krook & Lauris, (2006),

4. CONCLUSION

Disabilities resulting from maxilla and mandibular resection include impaired speech articulation and speech
intelligibility, difficulty swallowing and deviation of the mandible during functional movements, poor control
of saliva secretions and cosmetic disfigurement was manifested following maxillectomy and mandibulectomy.
The present study highlights the importance of the use of palatal prosthesis for the maxillary defect and the
surgical reconstruction for the mandibular defect would help in better speech intelligibility in terms of reduced
nasal air emission, better articulatory precision and also to reduce the effort of speaker. The surgical
reconstruction for mandibular defect would contribute to improve the vocal tract resonance characteristics
and speech intelligibility resulting in satisfactory verbal communication and there by quality of life.
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EDITOR’S SPACE

How do you compare an NRC rating with an STC rating?

The Noise Reduction Coefficient (NRC) is a scalar representation of the amount of sound energy absorbed
upon striking a particular surface. An NRC of 0 indicates perfect reflection; an NRC of 1 indicates perfect
absorption. In particular, it is the average of four sound absorption coefficients of the particular surface at
frequencies of 250 Hz, 500 Hz, 1000 Hz, and 2000 Hz. These frequencies encompass the fundamental
frequencies and first few overtones of typical human speech, and, therefore, the NRC provides a decent and
simple quantification of how well the particular surface will absorb the human voice. A more broad frequency
range should be considered for applications such as music or controlling mechanical noise. Specifications
for materials used in sound absorption commonly include an NRC for simplicity, in addition to more detailed
frequency vs amplitude charts. Acoustical materials manufacturers often report NRC values higher than 1.0
due to the way the number is calculated in a laboratory. A test material's area does not include the sides of the
panel (which are exposed to the test chamber) which vary due to its thickness. A certain percentage of the
sound will be absorbed by the side of the panel due to diffraction effects.

Sound Transmission Class (STC) is an integer rating of how well a building partition attenuates airborne
sound. In the USA, it is widely used to rate interior partitions, ceilings/floors, doors, windows and exterior
wall configurations (see ASTM International Classification E413 and E90). Outside the USA, the Sound
Reduction Index (SRI) ISO standard is used. The ASTM test methods have changed every few years and over
many years have been changed significantly. Thus, STC results posted before 1999 may not produce the same
results today, and this difference becomes wider as one goes back in time (that is the differences in test method
from the 1970's to today are vast). The STC number is derived from sound attenuation values tested at sixteen
standard frequencies from 125 Hz to 4000 Hz. These transmission-loss values are then plotted on a sound
pressure level graph and the resulting curve is compared to a standard reference contour. Acoustical engineers
fit these values to the appropriate TL Curve (or Transmission Loss) to determine an STC rating. The
measurement is accurate for speech sounds but less so for amplified music, mechanical equipment noise,
transportation noise or any sound with substantial low-frequency energy below 125 Hz. Sometimes, acoustical
labs will measure TL at frequencies below the normal STC boundary of 125 Hz, possibly down to 50 Hz or
lower, thus giving additional valuable data to evaluate transmission loss at very low frequencies, such as a
subwoofer-rich home theater system would produce. Alternatively, Outdoor-Indoor Transmission Class (OITC)
is a standard used for indicating the rate of transmission of sound between outdoor and indoor spaces in a
structure that considers frequencies down to 80 Hz (Aircraft/Rail/Truck traffic) and is weighted more to
lower frequencies.

Mahavir Singh
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ABSTRACT

Free-flooded segmented ring transducers are widely used for deep sea applications. The material
used for encapsulating the transducer has considerable effect on the transducer performance.
Moulding directly over the segmented ceramic ring with polyurethane or rubber can affect the
transducer performance. Compared to a directly potted transducer an oil filled segmented ring
transducer enhances the bandwidth and efficiency by close coupling the cavity and hoop mode
resonances. In the present study, the performance of a moulded transducer and a free-flooded
segmented ring transducer in an oil-filled rubber boot are compared. The effect of different types
of fill fluids, wedge material, ceramic wall thickness and oil column thickness, between the ceramic
outer diameter and boot inner diameter, on the Transmitting Voltage Response and Receiving
Sensitivity are also studied. ATILA - a software package for the analysis of sonar transducers - is
used to model the transducers.

1. INTRODUCTION

Free-flooded segmented ring transducers are ideal for deep sea applications and preferred over a one piece
radially expanding ceramic ring because they have higher electromechanical coupling, power output, and
efficiency. Segmented ring transducers can be manufactured by gluing together ceramic wedges or stacks of
inexpensive ceramic slabs and metallic or non metallic wedges [1]  as shown in Fig.1. Pre-stress can be
provided by metallic straps, fibre winding over the assembled segments or using wedges [2] [3] A segmented
ring with wedge shaped ceramics and pre-stressed with fibre winding is shown in Fig. 2. The coupling
coefficient of segmented ring is approximately double that of single piece ceramic ring because of the 33
mode operation of ceramic slabs of segmented ring compared to the 31 mode of ceramic ring.  The resonance
frequency of the segmented ring transducer can be lowered by using non metallic wedges like Lucite or
perforated metallic wedges [5] [6] [7] . The material used for encapsulating the transducer has considerable
effect on the transducer performance. Potting directly over the segmented ceramic ring transducer with
polyurethane or rubber can affect the resonance frequency, receiving and transmission sensitivities and
reduction in source level [8] [9] . Renna [10] in his US patent has reported oil filled, fibre glass wound
segmented ring transducer that enhances the bandwidth and efficiency by close coupling the cavity and
hoop mode resonances. The boot couples the transducer to the fluid in which it is immersed. The cavity at
the centre of the transducer is free flooded.  Lipper and Borden [8]  have reported output power reduction
upto 8 dB in the frequency band of 7-15 kHz for a poly-urethane potted transducer compared to oil filled
transducer and such reduction will have serious consequences for deep submergence operations. The authors
have not provided any dimensional details or oil column thickness over the ceramic diameter of the transducer.

© 2014 Acoustical Society of India
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2. OBJECT OF THE STUDY

In the present study, the performance of a potted transducer with polyurethane and rubber are compared
with a free-flooded segmented ring transducer in an oil-filled boot. The effects of different fill fluids, oil
column thickness between the ceramic outside diameter (OD) and boot inside diameter (ID), wedge material,
and ceramic ring wall thickness on the Transmitting Voltage Response and Receiving Sensitivity are also
studied.

Fig. 1. Segmented ring with wedges Fig. 2. All ceramic segmented ring with wedge
and slabs.           shaped ceramic and fibre winding

3. DESCRIPTION OF THE TRANSDUCERS STUDIED AND THE MODEL

The active material of the transducer studied is piezoceramic slabs of PZT4 with 10 mm thickness. The
transducer base model has an outside diameter of 150 mm and inside diameter of 130 mm. First the transducer
is studied for direct moulding over ceramic ring with an encapsulation thickness of 5 mm all around. In the
next case, the transducer is positioned in a rubber casing in which the cavity around the ceramic is filled
with a fill fluid. In order to study the effect of different type of fill fluids on transducer, widely used fill fluids
like Silicone oil, Castor oil and Isopar L are considered [11] . To study the effect of oil column thickness
between the outside diameter of the ceramic and inside diameter of the boot, keeping ceramic OD same the
boot ID is changed. The effect of wedge material used for the transducer on transducer performance is
studied by changing the wedge material like Brass, Aluminium, Tungsten and PVC. Effect of ceramic wall
thickness on transducer characteristics is studied by varying the inner diameter of the transducer by keeping
the outer diameter same. ATILA - a software package for the analysis of sonar transducers - is used to model
the transducers. Because of the symmetry only 1/4th of the transducer is modelled.  Eight noded quadrilateral
elements are used to model the piezoelectric, elastic, fill fluid, and water surrounding the transducer.
Schematic and 2D model of the transducer are shown in Figs.3 and 4.

4. RESULTS AND DISCUSSIONS

The basic model of the transducer considered is with Brass wedges and PZT4 ceramic slabs.  The direct
rubber and polyurethane moulded transducers are compared with a Silicone oil filled rubber booted
transducer. The transmitting voltage response (TVR) and receiving sensitivity (RS) for the transducers are
shown in Figs. 5 and 6, respectively. The Silicone oil filled transducer has about 3.5 dB more TVR at resonance
compared to the rubber and PU moulded transducers. The response of the rubber and PU moulded
transducers follow similar pattern. However the resonance frequency of the oil filled transducer is about 500
Hz higher.  The effect of different type of fill fluids on transducer performance is studied by using Silicone
oil, Castor Oil and Isopar L. The results are shown in Figs. 7 and 8. The results shows that Castor Oil filled
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Fig. 3. Schematic of the fluid filled Fig. 4. FE Model of  transducer.
 transducer.

Fig. 5. Effect of encapsulation on TV. Fig. 6. Effect of encapsulation on  RS.

Fig. 7. Effect of Fill fluid on TVR. Fig. 8. Effect of fill fluid on RS.
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transducer has about 500 Hz lower resonance frequency and a broader bandwidth than Silicone oil and
Isopar-L filled transducers but a lower TVR  at resonance.

The effect of oil column thickness over the outside diameter of the ceramic is studied for different
thicknesses like 10, 20, and 30mm between inner diameter of the rubber boot and the ceramic OD. The
results are shown in Figs. 9 and 10.   The results indicate that the TVR at resonance increases with increase in
oil column thickness but the bandwidth reduces.  However the TVR and RS of the transducer with 10 mm
thickness are higher at frequencies away from resonance.

Fig. 9. Effect of fluid column thickness on TVR. Fig. 10. Effect of fluid column thickness on RS.

The effect of wedge material on transducer performance is studied by using Brass, Aluminium, Tungsten,
and PVC. The results are shown in Figs. 11 and 12. It can be seen that by changing the wedge material to a
soft material like PVC the resonance frequency can be shifted to lower side but with a large reduction in TVR
and RS. When a dense metal like Tungsten is used as wedge material it reduces the resonance frequency by
about 400 Hz without any reduction in peak TVR. However the cost and machining aspects of Tungsten
needs to be considered before using it as wedge material.

Effect of ceramic wall thickness on transducer characteristics is studied by varying the inner diameter of
the transducer but keeping the outside diameter constant. Modelling is carried out with wall thicknesses of

Fig. 11. Effect of wedge material on TVR. Fig. 12. Effect of wedge material on RS.
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5, 10, and 15 mm. Increasing the wall thickness of the ceramic results in an increase in the TVR and resonance
frequency while the bandwidth is reduced. However, if the wall thickness is increased considerably it may
become difficult to pre-stress.

5. CONCLUSIONS

Fluid filled free-flooded segmented ring transducer performance is compared with a directly moulded
transducer. Moulding directly over the segmented ceramic ring transducer with polyure-thane or rubber
reduces the transducer performance. Effect of type of fill fluid, fluid column thickness between the ceramic
OD and boot ID, effect of wedge material and ceramic wall thickness on the Transmitting Voltage Response
and Receiving Sensitivity are also studied.
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ABSTRACT

When a material is loaded with some external force, the material can undergo deformation and
microscopic failure processes within it. During these processes the stored energy releases rapidly
and forms stress waves, these waves are named as acoustic emissions. Snow is a porous sintered
material consisting of ice skeleton, air and in moist conditions water vapor and thin layer of liquid
water also. Snow exists very close to its phase change temperature; this makes snow a thermally
very active and structurally dynamic material. Thus, snow is in the constant state of evolution
micro-structurally, consequently, its physical and mechanical properties also keep on changing
with time which can lead to the stable or unstable snowpack. Snow avalanches occur due to the
breaking of inter-granular bonds which leads to cata-strophic failure of a snowpack on a mountain
slope. Monitoring of acoustic emissions from snow can be used for evaluation of snowpack stability
nondestructively. In snow, acoustic emissions are emanated during the constant deformation and
failure of grains itself or bonds between grains or both. Detection and characterization of acoustic
signatures from snow are important for evaluation of snowpack state and finding of appropriate
precursors for ava-lanche. In this paper we report some of the characteristics of acoustic emissions
originated from deforming snow subjected to mechanical loading in cold laboratory located at
SASE, Manali, H.P., India. Cylindrical snow samples of different grain size range, <0.5 mm, 0.5 -
0.7 mm and 0.7 - 1.0 mm, were prepared by sieving the snow stored in a cold chamber at -20 oC. The
sieved snow samples were allowed to sinter at -20 oC for approximately seventy two hours in
sample storage cold chamber. Snow samples were then subjected to uni-axial compression in a
universal testing machine (UTM) at different deformation rates 1 mm/min, 5 mm/min and 10
mm/min. Acoustic emissions were recorded for different deformation rates using an experimental
setup consisting different AE sensors and data acquisition system. The acoustic sensors were coupled
with snow sample through an aluminum plate. Experimental data was analyzed to find out the
distribution of various parameters like hits/events, counts, amplitude frequency etc. for different
deformation rates and grain sizes. The mean and peak amplitude of acoustic emissions increases
with the deformation rates.

1. INTRODUCTION

Snow is a porous sintered material consisting of ice skeleton, air and in moist conditions water vapor and
thin layer of liquid water also. At homologues temperature scale snow is considered as a hot material, since

© 2014 Acoustical Society of India
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it exists very close to its phase change temperature. This makes snow a thermally very active and structurally
dynamic material. Snow is in the constant state of evolution micro-structurally, consequently, its physical
and mechanically properties also keep on changing with time under the influence of environmental conditions.
These metamorphic changes can lead the snowpack either stable or unstable condition. Existence of buried
weak layer is most often responsible for the failure of mountain snowpack and formation of most devastating
slab avalanches. Assessment of stability of a snowpack is vital information for an avalanche forecaster but at
the same time it is very difficult and hazardous to get this information from real avalanche slopes. Change in
mechanical strength due to continuous evolution of snowpack under different temperature regimes, new
snowfall or any man made activity (trekker, skier etc) can create excessive stress and which can lead to the
failure of buried weak layer. At microscopic level failure is caused by breaking of bonds between snow
grains and the released elastic energy travels as stress wave in the material and can be picked up by
piezoelectric acoustic sensors (McClung D and Schaerer P, 1999). These stress waves are termed as acoustic
emissions (AE). St. Lawrence and others (1973) were the pioneers for detecting acoustic emissions in the lab
from deforming snow. They recorded acoustic emissions for three different deformation rates form the
snow samples subjected to uniaxial mechanical loading. The emissions were attributed to the intra-crystal
failure for low deformations and inter-crystal failure for high deformations. Lawrence et al, 1980 further
developed a constitutive relation between acoustic emissions response of snow to the applied stress and
strain. Scapozza et al (2004) also carried out compression tests on snow specimen in laboratory conditions
for different strain rates. They also confirmed the transition snow behavior from ductile to brittle at strain
rates more than ~ 10-3 s-1. Most of the researchers have focused on the acoustic emission rates with snow
samples subjected to different deformation and detailed description of other parameters related to AE
measurements are lacking. In this paper we have reported the analysis of distribution of hits, amplitude and
frequency of acoustic waves generated for different stress rates and grain sizes.

2. EXPERIMENTAL PROCEDURES

2.1 AE equipment

An acoustic emission (AE) measurement system (PAC) was used to record the emissions generated during
the mechanical loading of snow samples. The AE setup consists of a high speed data acquisition system with
16 input channels having bandwidth of 400 KHz and simultaneous software selectable sampling rate up to
1MSPS for each channel. Piezoelectric based acoustic sensors with different frequency range and sensitivities
were placed in the bottom plate on which snow specimen was mounted. (Figure 1a &1b). It was very difficult
to couple the AE sensors to the snow specimen directly because of its porous and fragile nature. Therefore,
sensors were mounted in a metal plate using silicon jell as a coupling agent. The sensors were calibrated by
pencil lead breaking test on a metal plate (Pollock, 1995). Before starting the actual experiment, the noise
characterization of environment, wind draft of chamber, compressor noise etc was carried out. The threshold
of the transient acoustic signals is very critical because it affects various other parameters used for hit based
analysis like, total number of hits, total number of counts, and duration of AE etc. The threshold level was
decided by allowing the acoustic sensors to record all environmental noise and gradually the threshold level
was increased.  It was found that the amplitude of environmental noise was below 40/45 dB. Sensors details
used during the experiments is given in table 1.

2.2 Snow specimen preparation

Snow samples were prepared by using stored snow brought from Patsio, a field observatory located in
Great Himalaya range and was stored at -20 0C in a storage cold chamber. Snow samples were prepared for
different grain size range by sieving the snow in a sieve shaker and gradually allow it to fill metallic cylindrical
sampler of ~65 mm diameter and ~150 mm length. These samples were allowed to sinter for 72 hours at -20
0C before they were subjected to the mechanical loading. Snow samples from metallic sampler were removed
carefully and placed on circular metallic plate already mounted on universal testing machine with AE sensors.
During the ageing process the snow inside the sampler settled and after removing from the sampler both the
end of the sample were smoothened to make the proper contact with plunger and base metal disc.
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Experiments were conducted for different deformation rates varying from 1 mm/min to 10 mm/min keeping
the snow specimen temperature at -10 0C. Three snow specimens corresponding to grain sizes <0.5 mm, 0.5-
0.7 mm and 0.7-1.0 mm were tested for each deformation rate.

3. RESULTS & DISCUSSION

In this section, we present and discuss the AE amplitudes and their distribution, dominant frequency and
released AE energy for different deformation rates.

3.1 AE amplitude

AE amplitude is an important parameter because it determines the detectability of any acoustic signal emitted
from the source.   Figure 2 shows the AE hit amplitude distribution for various sensors ranging from AE1 to
AE7.  Panel A, Panel B and Panel C represent the box plots of AE amplitudes corresponding to the 1 mm/
min, 5 mm/min and 10 mm/min respectively. It was observed that the low amplitude from 45 to 55 dB hits
were recorded during the 1mm/min deformation rate. The AE amplitude increases with the increase in the
deformation rate and it reached up to 75 dB and 99 dB for deformation rate 5 mm/min and 10 mm/min
respectively. The scatter of the AE amplitude also increases with increasing the load applied on the snow

Fig. 1. Experimental setup for AE measurements:
(a) Acoustic  emission monitoring system;  (b) Snow sample under testing.

Deformation rate Grain size Sample height Snow AE sensor Frequency range
(mm) (mm) density  (kHz)

(gm/cm3)

1 mm/min 0.7-1.0 136 0.4 AE1 1-30 (4.5*) kHz
0.5-0.7 138 0.4 AE2 5-20 (15*) kHz

<0.5 135 0.4 AE3 10-70 (30*) kHz
5 mm/min 0.7-1.0 137 0.37 AE4 40-100 (60*) kHz

0.5-0.7 140 0.41 AE5 50-200 (150*) kHz
<0.5 139 0.36 AE6 125-450 (300*) kHz

10 mm/min 0.7-1.0 140 0.37 AE7 25-530 (29*) kHz
0.5-0.7 141 0.38                           *Values in parenthesis show reso

<0.5 141 0.41                           nant frequencies in kHz

Table 1. Details of snow samples and acoustic emission sensors
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specimen. It was also observed that sensor 4 (40 kHz-100 kHz; resonant 60 kHz) received the maximum
amplitude in all the cases.   The extreme events have amplitude up to 80 dB for 1 mm/min and 5 mm/min
deformation rate, however, for 10 mm/min deformation rate, events having maximum amplitude close to
100 dB were also recorded. Snow specimen subjected to lower deformation rates did not fail and no visible
fractures were observed on the samples. The low amplitude acoustic events generate during the deformation
process without catastrophic failure are mainly originated from the breaking of the bonds between the grains
(St Lawrence & Bradely, 1980) within the volume of snow specimen. Snow samples subjected the higher
deformation of rate of 10 mm/min show increased AE activity with relatively very high amplitude of AE
events (Panel C) and multiple fractures were also observed on sample's surface. The increased AE amplitude
with deformation rate was registered by all the sensors. Cumulative AE hits from 40-100 dB for different
deformation rate and grain size range are shown in figure 3. It is clear from the figure that the number of AE
hits increased significantly with increasing deformation rate from 1 mm/min to 10 mm/min. The effect of
grin size could not be established from this preliminary analysis.

Fig. 2. Acoustic emission amplitude distribution response of various AE sensors (AE1-AE7):
 (i) Panel (A); AE amplitude with deformation rates 1 mm/min (ii) Panel (B) );

AE amplitude with deformation rates 5 mm/min  (iii) Panel (C) );
AE amplitude with deformation rates 10 mm/min for grain size <0.5 mm.

1 mm/min 5 mm/min 10 mm/min

Mean amplitude (dB) 50 59 64
Median amplitude (dB) 49 59 64
Maximum amplitude (dB) 76 76 93
Hit rate (hits/sec) 2 52 93

Table 2. Summary of AE amplitudes and hit rates corresponding to different deformation rates

3.2 AE frequency

Frequency corresponding to each hit was extracted by performing real time FFT on the received AE waveforms
by using built in feature of AEWin software. Figure 4 depicts the graphical representation of the frequency
distribution for all the sensors (AE1-AE7). It was observed that the mean frequency of AE waves varied
between 32- 66 kHz for all three deformation rates.

4. CONCLUSIONS

Experimental work carried out in a cold laboratory to study the acoustic emission characteristics emanated
from snow samples at different deformation rates are presented. Multiple AE sensors were used to record
the emission through a metallic disc as a waveguide. It was observed that the amplitudes and hit rates of the
acoustic emission increases significantly with increasing the mechanical deformation rate. The mean AE
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amplitude increases from 50 dB to 64 dB for deformation rate from 1 mm/min to 10 mm/min. The emission
corresponding to deformation rates 1 mm/min and 5 mm/min are mainly attributed to the microscopic
deformation of ice matrix for the snow grain re-arrangements under the external mechanical load. However,
the snow sample subjected to higher deformation rate emitted both low level emissions and the high amplitude
AE emissions corresponding to the fracture. We observed the frequency of AE signals in the range of 32-66
kHz. Further we are analyzing the other parameters of acoustic emission to correlate with snow deformation.

 5. ACKNOWLEDGEMENTS

The authors acknowledge Director Snow and Avalanche Study establishment (SASE) for his constant
encouragement during this study. We are also thankful to Dr P K Satyawali and Sh P K Srivastava for their
technical discussions during analysis. The effort put by all technical assistants for snow sample preparation
and characterization are gratefully acknowledged.

Fig. 3. Panel (A): Cumulative AE hits with AE amplitude for 1 mm/min; Panel (B):
Cumulative AE hits with AE amplitude for 5 mm/min; Panel (C): Cumulative AE hits with

AE amplitude for 10 mm/min; panel (D):  AE hit rate with deformation rate.

Fig. 4. Acoustic emission frequency response of various AE sensors (AE1-AE7): (i) Panel (A);
AE frequency for 1 mm/min (ii) Panel (B) );  AE frequency with deformation rates 5 mm/min

 (iii) Panel (C) );  AE frequency with deformation rates 10 mm/min.
All the three samples were  <0.5 mm grain size.
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ABSTRACT

The penetration of mobile phones into rural India, has made it possible for them to access  relevant
and current information remotely. Unlike in urban areas, limited English literacy and the lack of
penetration of internet in the rural area makes information about daily train services or information
about personal banking, out of reach of this population. An ideal solution is a speech based mobile
application which can be queried in native natural language to seek information. The user experience
of such a speech based application would largely depend on the speed of response, the accuracy
and concurrency of the information. The recognition accuracy of an Automatic Speech  Recognizer
(ASR) is mainly dependent on factors like acoustic modeling (AM) and statistical language models
(SLM). For resource deficient languages, generating acoustic models is a challenge. Although
building a speech application for a specific domain significantly simplifies the language model, for
a natural language interface, this is still a challenge. Given a speech recognition engine, controlling
the perplexity of the language model can significantly benefit the overall recognition accuracy of
the speech solution. In this paper, we verify this and show how the perplexity can be controlled for
a specific example, the railway enquiry, by making use of several attributes  with the sole aim of
improving the speech recognition accuracies.

1. INTRODUCTION

A survey on automation preferences by Harris Interactive [1] suggests that speech based applications,
especially applications with natural language interfaces are more appealing when it comes to information
enquiry. Assuming such a study is applicable to Indian scenario, with its own unique challenges [2], such as
linguistic diversity, background noise, technology adaptation by rural population, speech enabled-automated
information dissemination mode becomes inevitable. Although  spoken dialog based IVR systems have
been tried out for Indian languages, a lot desires to be be improved in terms of speech recognition, noise
handling, channel variations for actual commercial implementation to see the light of the day. A speech
based mobile application that accepts queries in the form of natural spoken speech in Indian language emerges
as the most desired solution. Given that the recognition accuracies of state of the art ASR's for Indian languages
are low on account of being resource deficient in terms of training data, building a native mobile application
is all the more challenging. Moreover, enabling a full fledged ASR with elaborate language models on a
mobile phone with its limitations on processing power and memory places constraints on the speed and
accuracy of response, thereby impacting the user experience. In our current work, using a limited deployed
speech based railway  enquiry system, we first explore the impact of perplexity on recognition accuracies

© 2014 Acoustical Society of India
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and then describe a methodology which can be used to decrease the perplexity and thereby improve recognizer
accuracy by bringing an element of adaptiveness using meta information that is available. The rest of the
paper is organized as follows, in Section II, a review of the work done on adaptive Language Models and its
impact on perplexity is presented. In Section III, a case study on Rail Jankari, the specific application under
consideration, Section IV presents the experimental setup and results. Conclusion is presented in Section V.

2. ADAPTIVE LANGUAGE MODELS AND PERPLEXITY

Statistical language model is intended to capture the regularities of natural language, an estimate of probability
distribution of linguistic units like words, word sequences or sentences. Perplexity when considered as a
function of  language, estimates the entropy or complexity of the language corpus. A reduction of 5% in
perplexity is generally not significant practically; a 10%-20% reduction usually leads to some improvement
in the application performance and a reduction of 30% or more provides significant  improvement [3].

Language model adaptation harnesses the available a priori information regarding the recognition task.
While maintaining a sufficient representation of the domain, it would also need to cater to potential variations.
The three major philosophies based on which adaptation is carried out are (i) model interpolation (ii) constraint
specification or (iii) meta-information extraction [4]. Several methods have been proposed for adaptation of
SLM over the past three decades. Cache based-cross domain adaptation was first introduced by Ronald
Kuhn [5]. In some of their work [6,7],  Ronald Kuhn et. al. did report reduction in perplexity. In [8] cache-
trigram-language-model (CTLM) applied on dictation application, exploits the information in the partially
dictated document to adapt the language model, reporting a reduction in perplexity by 23%. Dimensionality
reduction using technique of latent semantic analysis in order to capture the most salient correlations between
specific combinations of words on one hand and clusters of documents on the other, when combined with n-
gram a perplexity reduction of 30% was reported by [9]. In [10], LM adaption was done using Topical
Mixture Models (TMM) that dynamically explore the long-span latent topical information. Contemporary
newswire texts and in-domain automatic transcripts were used to build the adaptive LM for Mandarin
news broadcast recognition, claiming promising results in perplexity and character error rate reductions.
Interpolation of a baseline LM (ILM) using small human generated literal and/or machine generated semi-
literal such as "um", "ah" so as to be applied on quasispontaneous speech during medical dictations, showed
improvement in perplexity and recognition results when compared to the baseline LM [11]. Ikbal et. al.[12]
propose exploiting the relationship that exist mostly in spoken dialog based applications, between named
entities spoken across dialog states which is in a manner of speaking adaptation of the language model at
each node. Another novel method proposed for Chinese speech recognition used data from web search as
adaptation data and used latent semantic analysis (LSA) to extract the knowledge from the web to adapt
into a well trained model [13], perplexity reduction by 13% was achieved by this method.

In this paper, we  describe a specific  recognition task in hand namely that of enquiring information
related to trains in India. We first describe the perplexity of the speech recognition task and show how the
perplexity can be reduced by exploiting the domain information. We later show that  this results in an
increased recognition accuracy.

3. RAIL JANKARI - A CASE STUDY

Rail Sampark [14] is a service run by the Indian Railways [15] for railway enquiry. The 24 x 7  service is
powered by call centre agent support in eleven Indian languages. According to Indian Railways, the Rail
Sampark service  recorded 292 million calls in the year 2012 which translates to about 0.8 million calls every
day [16]. The SMS based enquiry services introduced recently, failed to make a significant dent in the calls to
the call center due to low English literacy levels in rural India as well as due to the strict SMS format of the
query leaving several queries unanswered.

This calls for a speech enabled railway enquiry system for practical use by Indian population, given the
diversity in language, expected call volume and the need. With this scenario in view, a mobile application
that allows the user to query, in speech, in a language of his preference in the natural form is ideal. However,
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given the constraints of a mobile phone, a native, natural language based railway enquiry application may
not provide acceptable accuracies. Even for querying  the  Arrival or Departure of a train at a particular
station, there are more than ten different ways of enquiring in Hindi language. Considering the long distance
trains plying through the city and suburbs of Mumbai, around 400 trains with a total of roughly 1200 stations
on their route, the size of the text corpus to generate the language model is huge enough to pose serious
processing challenges on a mobile phone environment. Our experiments were directed towards understanding
the behaviour of the recognizer with reduction in perplexity and the methods that could be used to achieve
reduced perplexity in order to enhance the recognition accuracies in terms of word error rates (WER). As a
specific case study, information regarding the Arrival (or Departure) of a train at a particular station as well
as seat availability on a particular train between any two stations is being considered.  Here, we define
perplexity as the number of train names along with its variations, which are eligible for for recognition.
Availability of the below information would enable reducing the perplexity of the trains and hence assist in
building the language model dynamically.

1. Global Positioning system (GPS) - gives the exact location of the mobile phone user. Language model
can be built only for those trains passing through stations within a selected  distance from the user
location. Selection of stations would also be based on the number of trains passing through the
station, bigger the number, more important the station and hence should be in the language model.

2. Time/Day of enquiry - further, based on the time of enquiry, for Arrival (or Departure), trains
arriving (or departing) from the selected stations (from Step 1) within a fixed time duration on a that
particular day of the week, will only be included in the LM.

3. Train frequency - more weightage could be given to daily trains in comparison to  non-daily trains.

4. Information from Web - information regarding popularity of trains can be garnered by analysing
data from publicly available forums, blogs and seat availability on a particular at a given point in
time.

The main focus of the paper is in using points 1 and 2 to arrive at a reduced perplexity of the trains that
need to be recognized and using this information to dynamically build language model.

Fig. 1. Perplexity in terms of train numbers for microphone data  and real data.

4. EXPERIMENTAL SETUP AND RESULTS

Initial set of experiments were conducted to determine the ideal pruning in terms of number of trains to be
included in the LM to achieve good recognition. Experiments were conducted with both data collected
using (a) a microphone (16 kHz, 16 bit) under clean conditions, wherein ten speakers uttered the names of
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ten different trains and (b) real telephonic data (8 kHz, 8 bit) from users of the limited deployed system in
our laboratory. Step wise perplexity pruning was done on a baseline LM of four hundred trains. Figure 1
depicts the ASR recognition for different perplexity (x-axis) for the two sets of spoken data. The correct
recognition and accuracy is computed as follows. Let

X → Total number of utterances evaluated

x → Number of  utterances correctly recognized

y → Number of  utterances not recognized  user is asked to repeat

z → Number of  utterances wrongly recognized

Correct Recognition = x/(x+z) .

Accuracy = x/X.

Note that x + y + z = X, and correct recognition is always greater that or equal to the accuracy. It can be
seen that a perplexity of twenty five or fewer trains gives acceptable recognition accuracies. Note that with
some amount of post processing, the recognition results can be further improved. Further, our endeavors
are towards scientifically reducing the perplexity of the baseline LM (400 trains) to a number of 25 or less
trains.

As a case study, assume a person is using the railway enquiry system application from Dombivali, a
suburb of Mumbai, with geo-locational coordinates 19.21683,73.088086. Figure 2 shows the five long-distance
train stations namely  - Kalyan Junction, Thane Junction, Panvel Junction, Bhiwandi Road and Diva Junction
that are closest to this location in terms of distance.

Fig. 2. A map of the user geo-location and nearest five stations.

The total number of trains  passing through these stations, which are in the vicinity of the user location
is 252; Clearly this is significantly less than the total number of trains (400) passing through the entire Mumbai
railway network. The reduced perplexity of  the trains  enhances the recognition accuracy of the ASR.
However, this alone is not sufficient as seen earlier, a perplexity of 25 or less trains results in the desired
level of recognition accuracy (90+). In addition to the number of trains passing through the stations within a
certain distance from the location of the person querying, we also consider the time of the day of the query
to further prune the LM. Table 1 gives the number of trains that pass through the stations near the user in a
set period of time. For example, in a twenty four hour span all the 252 trains pass through these stations.
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However if one considers only a time duration of 12 hours, then the number of trains is either 110 or 142
depending on the time. Clearly if the user queried between midnight and 12 noon (0000-1159) then one
needs to consider only 110 trains to be the list of trains from which to recognize.  Table 1 shows that if we
consider only the trains which are likely to pass through the stations in a period of 2 hours around the time
of the query then the number of trains that need to be considered for recognition are close to the desired
perplexity of 25.

Table 1. Time slot wise breakdown in perplexity in terms of number of trains.

0000-2359

252 trains

0000-1159 1200-2359

110 trains 142 trains

0000-0559 6000-1159 1200-1759 1800-359

67 trains 43 trains 57 trains 85 trains

0000-0259 0300-0559 0600-0859 0900-1159 1200-1459 1500-1759 1800-2059 2100-2359

25 trains 42 trains 26 trains 17 trains 35 trains 22 trains 33 trains 52 trains

0000- 0200- 0400- 0600- 0800- 1000- 1200- 1400- 1600- 1800- 2000- 2200-

0159 0359 0559 0759 0959 1159 1359 1559 1759 1959 2159 2359

20 13 34 16 14 13 28 14 15 22 37 26

Note that the desired perplexity in terms of the trains is achieved by considering a time window of
about two hours from the actual time of query of the user. So by looking for only trains which pass through
the stations that are close to the geo-location of the user, one can be assured of high speech recognition
accuracies.

5. CONCLUSION

A speech based mobile application for day to day transactions such as railway information, emerges as an
inevitable solution for the Indian scenario because of mobile technology penetration and adoption, linguistic
diversity, noisy background and technology challenges. The recognition accuracy of an ASR is mainly
dependent on acoustic models and statistical language models. For resource deficient languages, generating
acoustic models is a challenge. Improving recognition through a reduction in perplexity for our specific task
of railway enquiry by using meta-information such as the geo-locational coordinates of the user and day
and time of the enquiry has been explored.
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ABSTRACT

The core of Prototype Fast Breeder Reactor (PFBR) consists of 1758 subassemblies supported at the
bottom on the grid plate sleeves. There are 181 fuel subassemblies in the core and coolant flow
through the maximum rated subassembly is 36 kg/s. Due to better thermal and neutronic properties,
sodium is chosen as the coolant for FBRs, and it flows axially from the bottom of the subassembly
to top and it is in highly turbulent regime. This turbulent flow can excite flow-induced vibration of
fuel subassembly which can cause failure of the fuel pin clad tubes from fatigue, wear and vibration
induced fretting. Excessive vibration of fuel sub-assembly can also results in reactivity noise, fatigue
or rattling. To understand the vibration characteristics of fuel subassembly and fuel pins, studies
were conducted on full scale experimental fuel subassembly in water test rig, and the design of
PFBR subassembly was qualified. However it is planned to measure the amplitude and frequency
of vibration during commissioning of PFBR.

Since measurement has to be carried out in high temperature sodium environment, conventional
contact type sensors such as accelerometers, strain gages etc cannot be employed for vibration
measurement. Non-contact measurement technique using ultrasound waves was planned to be
developed for vibration measurement. Extensive experiments were carried out in various test
facilities and ultrasonic vibration measurement technique was established and demonstrated.
Ultrasonic transducer transmits sound waves at ultrasound frequencies and pulses reflected by
the target are detected as echoes. The time delay between each transmitted and echo pulse is used
to accurately determine the sensor-to-target distance. Movement of subassembly causes a variation
in the time delay and thus the time delay between the transmitted pulse and received echo will be
a representation of the subassembly movement or vibration. The crown region of fuel subassembly
acts as the orthogonal target to the ultrasound waves and extraction of vibration data is carried out
using algorithm developed in LabVIEW platform.

A device named, SONAR which works on ultrasonic technique was designed and a prototype
device is manufactured. The device comprises of ultrasonic sensors of 5 MHz frequency, its
electronics and a drive mechanism for positioning the sensors. The device was tested for its
performance in water and sodium and based on the experimental results, SONAR device for PFBR
is manufactured. In PFBR, the device will be located in the central canal of control plug and the
entire core region can be accessed by suitable rotation of plugs. This paper discusses the details of
the ultrasonic technique, SONAR device and experiments carried out in water and in sodium with
prototype device and its results and conclusion.

© 2014 Acoustical Society of India
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Table 1. Ultrasonic sensor details

SN. Description Parameter

1. Sensor Material PZT
2. Frequency 5 MHz
3. Diameter 30 mm
4. Casing Material Nickel
5. Operating temperature 2200 C
6. Operation mode Pulse echo

1. INTRODUCTION

PFBR core consists of 1758 subassemblies vertically supported on the grid plate including 181 fuel
subassemblies [1]. Coolant sodium flows axially from the bottom of the subassembly to top and is in turbulent
regime, in order to increase the heat transfer performance. Fuel subassembly is prone to flow-induced
vibrations (FIV), which can result in the failure of the fuel clad tubes from fatigue, wear and vibration
induced fretting [2]. Excessive vibration of fuel subassemblies may also lead to reactivity fluctuations. It is
planned to measure the subassembly vibrations in PFBR during commissioning. It is very difficult to carry
out such measurement under sodium at high temperature, using conventional contact type vibration sensors
such as accelerometers, strain gages etc.

By using high temperature non-contact type ultrasonic (US) sensor,
it is planned to measure the subassembly vibration under sodium. As
the ultrasonic sensor transmits and receives sound waves in order to
detect the vibration of fuel subassemblies, it is analogous to the SONAR
(SOund Navigation And Ranging) used for detecting the target under
water, hence it is named as SONAR device. Measurements are planned
in PFBR during the isothermal run at 2000C with dummy fuel
subassemblies loaded in the core [3].

Extensive experiments were carried out in various test facilities in
Fast Reactor Technology Group of Indira Gandhi Centre for Atomic
Research for establishing the technique. Based on the experimental
results, conceptual design of SONAR device (Fig.1) for PFBR was
arrived at and a prototype device was designed and fabricated. The
prototype SONAR device was tested in water and in sodium for
assessing its performance and manufacturing of PFBR SONAR device
is in progress. This paper discusses the details of the device, test
procedure, results and discussion and conclusion.

2. ULTRASONIC TECHNIQUE AND SENSOR

Ultrasonic sensors in pulse echo mode is used for the detection of
subassembly movement. The time of flight technique is used to detect
the position of the subassembly at an instant of time. The device focuses
the sensors at the target and measures the time delay between each
emitted and echo pulse to accurately determine the sensor-to-target
distance. So continuous triggering of the sensor yields the time of flight
corresponding to the subassembly movement. The movement of the
subassembly will cause a variation in the time delay and thus the time
delay between the transmitted pulse and received echo will be a
representation of the subassembly position with respect to the sensor.
By suitably extracting the time of flight data, it is possible to measure
the subassembly movement/vibration [3].

Stepper
Motor - 1

US Sensor

Guide
Tube

Spinner
Tube

Central
Canal

Stepper
Motor - 2

Fig. 1. SONAR Device.
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Fig. 2a. PFBR Subassembly

Ultrasonic sensor used in SONAR device houses a piezoelectric
transducer made up of PZT (Lead Zirconate Titanate) crystal that vibrates
at ultrasonic frequency of 5 MHz. The high temperature ultrasonic
transducer for SONAR device was developed at IGCAR and Table 1
depicts the transducer details. The ultrasound waves emitted by the sensor
are reflected by the target which is the subassembly crown region. Figure
2a shows the schematic of PFBR fuel subassembly and Fig.2b shows the
crown region. Figure 3 shows a cluster of PFBR subassembly top crown.
Ultrasonic trans-receiver is used to excite the ultrasonic transducer, which
in turn transmits ultrasound waves towards the target. The received echo
is amplified and filtered and recorded using high frequency data
acquisition system. The recorded signal is analyzed and processed to
extract the vibration signal using algorithm developed in LabVIEW
platform.

3. DESCRIPTION OF SONAR DEVICE

SONAR device comprises of a mechanical arrangement to mount ultrasonic sensor over the sub-assembly
focussing the crown region, Data Acquisition System (DAS) and a motion controller consisting of stepper
motors and its electronics to control the movement of the device. Fig.1 shows the schematic of PFBR SONAR
device. The mechanical assembly holds the ultrasonic sensor at an inclined position facing the crown region
of the subassembly. Three ultrasonic sensors are used in PFBR SONAR device. Two inclined sensors (one
spare) at the bottom will be focused on the target subassembly crown region, and the third one will be
focused on the central canal shroud tube for detecting the self movement of SONAR device. The device
consists of a guide tube and a spinner tube, and transducer holder is attached to the spinner tube. Guide
tube is stationary while the spinner tube has both translational and rotational movement. SONAR drive
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mechanism is responsible for the movement of the device in 'vertical' and 'theta' (azimuthal) axis. The top part
of the device is equipped with two stepper motors for sensor positioning. Stepper motor-1 (SM1) is used to
move the device in vertical direction whereas the Stepper motor-2 (SM2) is used to rotate the spinner tube.

4. TESTING OF PROTOTYPE SONAR DEVICE

A prototype device, similar to PFBR SONAR device was designed and fabricated for performance testing in
water and sodium. Fig.4 shows the drive mechanism upper part of the prototype SONAR device. Stepper
Motor-1 (SM-1) is used for vertical movement and Stepper Motor-2 (SM-2) for spinner tube rotation. The
objective of the testing was to assess the performance of the device in water and in sodium, qualification of
ultrasonic sensors and testing of ultrasonic electronics and data acquisition system. The details of the testing
are summarized in the following subsections.

Fig.4 . Prototype Device

4.1 Testing in water

The prototype device was installed in a test vessel filled with water. Figure 5 shows the sensor (S1) focussed
on the target in the water test setup. For testing in water, configuration consisting of a target subassembly
crown region welded to a SS rod was suspended from the top flange. Ultrasonic waves are generated using
the pulser and the received echoes were monitored and recorded. The movement of the target is achieved
using an electro-dynamic exciter connected to the assembly.
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4.2 Testing in sodium

Testing of the device in sodium was carried out in sodium Test pot-1of SILVERINA test facility. The test pot
is provided with all the necessary instrumentation such as thermocouples, level probes and leak detectors.
Figure 6 shows the test setup. Leakage of cover gas is prevented by the O-rings and oil seals. The movement
of the transducer inside the vessel was done using the central spinner tube. Fuel subassembly crown region
is used for simulating the target subassembly suspended from the top flange and the excitation of the target
is done using an electro-dynamic exciter (Fig.7). Measurements were carried out in sodium at 2000C.

Fig.6 . Test setup for sodium testing Fig.7 . Electro-dynamic exciter setup for exciting target

Fig. 5. Sensor focussed on crown region

5. RESULTS AND DISCUSSION

The ultrasonic sensors were excited using the trans-receiver units and the signals were recorded using a
high frequency data acquisition system. Using the code written in LabVIEW software, vibration signals
were extracted for the recorded data. Figure 8 shows a typical vibration signal extracted from ultrasonic
sensors during testing in water for an input frequency of 2 Hz.
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It can be clearly seen that the input vibration time signal is faithfully recovered from the train of ultrasonic
transmitted pulse and received echoes using the developed software. The frequency spectra of vibration is
also calculated from the signal (1.98 Hz) and is plotted (Fig.8). The experiment was repeated for different
input frequencies.  Figure 9 shows a typical vibration signal extracted from ultrasonic sensors during testing
in sodium. The system measured a frequency of 2 Hz from the ultrasonic signal for an input vibration signal
of 2 Hz. Denoising technique for excitation frequencies above 4 Hz is under development as echo is found to
be distorted.

Fig. 9. Extracted vibration time signal and spectra (sodium)

Fig. 8.  Extracted vibration time signal and spectra (water).

6. CONCLUSION

Development of SONAR device for fuel subassembly vibration measurement in Prototype Fast Breeder
Reactor is in progress. Extensive experiments were carried out in various facilities and the technology was
demonstrated. Based on the experimental results, a prototype device was designed, fabricated and tested in
water and in sodium. The device is capable of measuring subassembly vibrations faithfully. For high frequency
vibration measurements, studies are in progress to improve the detection sensitivity using advanced signal
processing techniques and surface profiling. Fabrication of project PFBR SONAR device is in the final stage
of completion.
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ABSTRACT

Among herpetofauna (Amphibians and Reptiles) anuran (frogs and toads) vocalization is well
organized and produced discrete calls used for communication. However, most reptiles (Testudians,
Saurian, Serpents and Crocodilians) produce sound which are not similar to anuran calls. Some
snakes produce hissing sounds. Some members of gekkonidae family of lizards and viparidae
family of snakes produce sound by rubbing body parts. The vocalization of anurans includes lungs,
vocal chords, vocal sacs, trachea, buccal cavity and nostril, in which air flow over the vocal chords
in combination with other vocalization components produces the calls. While some snakes have
specialized mechanisms for sound production, most species use airflow through the anterior
respiratory tract to produce sound. These sounds may be produced by either exhalatory or inhalatory
airflow. This airflow in snakes appears to be produced solely by localized movements of the ribs, a
system referred to as the costal pump. In some snakes, the defensive hisses exhibit a simple temporal
pattern termed a hissing. These hissings are characterized by an initial exhalatory hissing, and a
brief pause and then an inhalatory hissing then a second pause or rest period. In anurans vocal sacs
enhances transmission of sound. Bioacoustics frequencies, intensities and time intervals of calls
vary in different species of different families of herpetofauna. The present study includes
methodology of call analysis and call characteristics of anurans (Duttaphrynus melanostictus,
Duttaphrynus stomaticus, Fejerverya limnocharis and Microhyla ornata); lizard (Varanus
bengalensis) and snakes (Naja naja, Daboia russelli and Echis carinatus). The spectrographic analysis
of sound produced by the herpetofauna under the reference show species specific characteristics.
This can be studied under the broad heading of Sono-taxonomy i.e. sound based taxonomy.

Sono-taxonomy: The acoustic patterns based grouping of anuran species (sono-taxonomy) does
coincide with the traditional taxonomy that is based mainly on morphology (external and internal).
However, bioacoustics characteristics can be used as supporting features to the existing taxonomy
so that sibling and morphologically similar species can be distinguished with their acoustic
specificity. Bioacoustics characteristics of a species can be used not only in identification but also in
monitoring of a species in dark, dense and remote areas where visual encounter does not work
well.

1. INTRODUCTION

Animals are able to produce extraordinarily diverse vocal signals. They produces the sounds of various
intensities and frequencies including the below human hearing rang (infra sounds), human audible range
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(20Hz to 20 KHz) and also at the ultrasonic ranges (> 200 KHz) (Capranica, 1965; Glaw and Vences, 1994;
Narins et al., 2004). Among vertebrates, vocalization is highly developed in anurans, birds, bats, primates,
cetaceans, and dolphins while in reptiles it restricted to only certain chirps or hissing sort of acoustics signal.
In anurans and birds the primary purpose of vocalization is advertisement. Sound production by animals is
primarily a method of advertising the presence of one individual to other conspecifics. Secondarily includes
as avoidance of predators and maintenance of territories (Rheinlaender et al., 1979).

The vocalization of frogs have provided a means for studying acoustic communication and, together
with other aspects of courtship and mating, have presented the evolutionary biologists with a wealth of
material for studies on sexual selection. Vocalization behaviors of anuran amphibians are universally
dimorphic sexually. Usually, only male frogs give an advertisement call, while female frog calls are limited
to a soft and simple release call which is specifically suppressed during mating. In a very few species female
frogs also give mating vocalizations (Duellman and Trueb, 1986).

Species identification in case of anurans includes lots of collection, killing and preservation to confirm
only one single anuran species. Several groups of anurans display high levels of morphological homoplasy,
which often makes it virtually impossible to distinguish between closely related species on the basis of
morphological parameters. Also, in case of dark or dense canopy cover where the visibility is very poor or
negligible, it is difficult to observe and identify the anuran species. Advertisement calls characteristic patterns
are highly species specific and have great potential to reveal these types of controversial cases. In spite of all
these problems specifically for the identification of anuran species, the bioacoustics analysis of advertisement
calls can be a good solution.

Most animals communicate using sound, at the time of danger or stress conditions in form of short
sequences those known as alarming calls or signals. On the other side long sequences are generated as a part
of courtship and known as advertisement calls or mating calls. In many insect and amphibian species
(Simmons et al., 2003), they advertise their presence and identity with a single type of utterance which,
depends on specific species, might be described as a chirp, click, or whine repeated several times to form a
''phrase,'' with silent gaps between phrases. The utterance, its repetition rate, and the number of repetitions
in a phrase are characteristic of species (Sales, 1972; Simmons et al., 2003). Utterances within a species are
observed by (Sales, 1972; Gourbal et al., 2004).

 Among anurans species specific vocalization of advertisement or matting calls was developed during
evolution (Duellman and Trueb, 1986); which helps in successful and higher probability to find a conspecific
mate in invisible conditions such as dense foliage or in complete darkness and also helps in search the
direction and distance of mate too (Capranica, 1977). Now these days anuran advertisement call analysis
based studies are attracted the researchers due to its eco-friendly approach. These types of studies leads to
breeding behavior and sound based identification along with monitoring of the anuran population and also
help to make conservation strategies (Sharma, 2005).

Vocalization is a conspicuous anuran communication behavior usually used for reproductive and
territorial purposes (Duellman and Trueb, 1994), but some frogs may emit different calls during courtship
and defense against predation (Wells, 2007). Bogert (1960) defined the sound produced by frogs during
attack of predators as "distress call," and its function seems to be alerting neighbors to danger (Wells, 2007).
Forti and Bertoluci, (2012) described the characteristics of distress call of Hypsiboas faber (Anura: Hylidae)
during a predatory attack of Liophis miliaris (Serpentes: Colubridae).

Anuran acoustic communications could also be considered as a characteristic feature for identification
due to several reasons: Males produce characteristic sound (calls) during breeding season; that play an
important role in their courtship and reproductive behavior. Their vocal repertoire consists of a small number
of species specific stereotyped sounds which, although complex, may be readily synthesized and used as
stimuli in playback experiments in field (Roy, 1994). Such a sound based taxonomic identification of anurans
not only helps in identification even of sibling species but also provide tools for their population monitoring
and conservation (Sharma, 2005 a, b; Sharma, 2009).

Snakes exhibit variety of interactive behaviors with both predators and conspecifics. In this behavioral



146 Journal of Acoustical Society of India

Sharma, K. K., Sharma Vivek, Sharma Neha and Mathur Shikha

expression continuation, sound production is frequently used as a defensive behavior, and there is negligible
evidences are available of intra-specific acoustic communication in snakes. The auditory system of snakes
can respond to both ground-borne and air-borne vibrations (Hartline, 1971; Wever, 1978). While some snakes
have specialized mechanisms for sound production (Mertens, 1946; Gans and Maderson, 1973; Frankenberg
and Werner, 1992; Young, 1997; Young et al., 1999), most species use airflow through the anterior respiratory
tract to produce sound (Carpenter and Ferguson, 1977; Greene, 1988).

The present article deals with the call characteristics of the four anurans species Duttaphrynus melanostictus
(Common Asian Toad), Duttaphrynus stomaticus (Marbled Toad) of Bufonidae family; Fejerverya limnocharis
(Paddy field frog) of Dicroglossidae family and Microhyla ornata (Ornate narrow mouthed frog) of
Microhylidae family. And hissing characteristics of one lizard species Varanus bengalensis (Indian Monitor
Lizard) of Varanidae family. Three snake species Naja naja (Bi-oscillated Cobra) Elapidae family, Daboia
russelli (Russell Viper) and Echis carinatus (Saw scaled viper) of Viparidae family.

2. METHODOLOGY

Matting calls / advertisement calls of anurans recorded from various parts of Thar Desert and Aravalli
mountain ranges of Rajasthan, India during the breeding season of anurans i.e. monsoon. Hissing of snakes
and monitor lizard were also recorded at the same time i.e. in monsoon.

Fig. 2: Fundamental Frequency and Dominant Frequency of a frog call spectrogram.

Fig. 1: Call parameters used in the present study: Call group duration, Call Duration and Call interval.
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Vocalization has been studied mainly with reference to communication among the members of a species.
Very little is known about the pattern similarities of acoustic communication among different species of a
family or among species of different families (sono-taxonomy). A detailed comparative acoustic analysis
based on parameters such as number of calls in per call group, call group duration, call group interval,
dominant frequency, fundamental frequency, minimum frequency, maximum frequency, harmonics, was
carried out, which found in different parts of the Thar desert of Rajasthan and nearby foothills of central
Aravalli ranges (Figs 1 and 2). In terms of types of vocal sacs Duttaphrynus melanostictus, Duttaphrynus
stomaticus, Microhyla ornata are Mono-vocalids; Fejervarya limnocharis is Semi-bi-vocalids in nature. While in
case of reptiles hissing only dominant frequency, fundamental frequency, minimum frequency, maximum
frequency was carried out because there is no clear demarcation of call in hissing pattern (Table 1).

Table 1.  Parameters used for the present study: Anuran Calls and Reptiles hissing
characterization (+ = Used and - = Not used)

Parameters Details of Parameters Anurans Lizards Snakes

Call Group Duration Call group is entire assemblage of acoustic signals + - -
produced in sequence from starting to end. It is
measured from waveform analyzer screen.

Call Group Interval Time from beginning of next call group after previous + - -
call group. Measured in seconds.

Call Number in Number of calls in each call group. + - -
Per Call Group Measured in numbers n.

Call Duration Time from beginning to end of one call. + - -
Measured in seconds.

Call Interval Time from beginning of next call after previous call. + - -
Measured in seconds.

Fundamental frequency Fundamental frequency of pulse is oscillations + + +
resulting from air passing over the vocal cords and
causing them to vibrate. First (lowest-pitched)
harmonic usually referred to as the fundamental
frequency. Measured in hertz (Hz).

Dominant frequency Frequency of highest energy sound resulting from + + +
resonating of fundamental frequency (or one of its
harmonics) with greater emphasis is dominant frequency.
This frequency is always a multiple of fundamental
frequency. Measured in hertz (Hz).

Minimum frequency Minimum dominant frequency in pulse or call. + + +
Measured in hertz (Hz).

Maximum frequency Maximum dominant frequency in pulse or call. + + +
Measured in hertz (Hz).

Average Power It is observed in decibel (dB). + + +

Average Entropy It is observed as µ. + + +

3. GRAPHICAL REPRESENTATIONS OF SOUND

Any acoustic signal can be graphically or mathematically depicted in either of two forms, called time domain
and frequency domain representations. In time domain, instantaneous pressure is represented as a function of
time. Signal in time domain is called a sinusoid because its amplitude is a sine function of time, characterized
by some frequency, which is measured in cycles per second, or Hertz (Hz). Frequency of a sinusoid is easily
determined by measuring the length of one period, which is reciprocal of frequency. Amplitude of signal in
time domain is measured in pressure units. (Once an acoustic signal has been converted by a microphone
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into an electrical signal, amplitude is measured as voltage, which is directly proportional to the sound
pressure.) In frequency domain, amplitude of a signal is represented as a function of frequency.

For analysis call characteristics "Sound ruler" (Acoustic analysis Version 0.9.6.0) software was used and
for micro-scale analysis of cross sections of spectrograms "Raven Pro 1.4 beta version" (Cornell lab of
ornithology) (Charif et al., 2008) was used, spectrum were generated and cross sections views were also
compared and also used to find the degree of differences in various observed species of herpetofauna.

4. RESULTS

4.1 Acoustic Analysis

Call characteristics (advertisement / matting calls) of four species were observed. The call characteristics i.e.
dominant frequency, fundamental frequency, call duration etc. were found to be highly significant in case of
species identification. These properties of calls alongwith the cross sectional view of spectrum of call makes
a unique species-specific pattern, which is helpful in species identification of anurans without disturbing
them.

• Duttaphrynus melanostictus also have median subgular type of external monovocal sac that can be
easily spotted during breeding season. Its calls were like strong drumming pattern as "'creo - oo',
'cro - ro - ro - ro - ro' - ……………". Duttaphrynus melanostictus prefered to make calls from nearby
area of the breeding pool and also changed its direction but intensity to change the direction was
very low in comparison to Bufo stomaticus. In this species, one individual initiated the calling activity
than other joined in as chorus, but within the chorus each individual distinctly advertised its own
presence. D. melanostictus have the largest call group duration with 17.48 ± 0.51 seconds with an
average of 194 ± 11.72 calls in per call group. Call groups were repeated with 2.74 ± 0.19 seconds of
call group intervals. During the call groups, call duration was observed as 0.05 ± 0.01 seconds with
an average of 0.39 ± 0.01 seconds of call interval. Acoustics analysis of spectrogram showed that D.
melanostictus produced the call in-between 1636.52 ± 9.28 Hz of minimum frequency and 2325.59 ±
2.78 Hz of maximum frequency. The dominant and fundamental frequencies were found as 2325.59
± 2.78 Hz and 1162.79 ± 1.39 Hz respectively with an average power of 74 ± 0.32 dB and 2.08 ± 0.02
u of average entropy (Fig. 3).

• Duttaphrynus stomaticus have median subgular type of external monovocal sac that can be easily
visible during breeding season. It makes call in a particular drumming pattern, which is a general
characteristic of most toads of the genus Bufo. The call of Bufo stomaticus was distinctly softer "cre -

Fig. 3: (A) adult Duttaphrynus melanostictus; (B) Time domain presentation of audio-spectrum; (C) Enlarged
view of time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum

and (E) Cross section of a call of Duttaphrynus melanostictus showing dominant frequency peak.



Bioacoustic analysis of certain Herpetofauna of the Thar Desert and Central Aravalli of Rajasthan, India

Journal of Acoustical Society of India 149

cre - cre - cre - …………." that can be heard from long distance during the monsoon nights. It usually
sits near the water pool and makes the calls; simultaneously it changed its direction of calling to
advertise its presence in all possible directions and as far as possible for successful mating. Typically,
a single male started the calling than other started emitting chorus. Acoustic analysis of B. stomaticus
call showed that, it made calls in longer period and in groups. The call group duration measured as
13.03 ± 1.26 seconds with an average of 38.4 ± 3.50 calls in per call group. Call groups repeated or
continued within 1.83 ± 0.11 seconds of call group interval. The call duration was observed as 0.27 ±
0.01 seconds with the call interval of 0.07 ± 0.01 seconds. The dominant frequency and fundamental
frequency was observed as 2342.75 Hz and 1171.88 Hz respectively. A call showed the range 2276.25
± 18.37 Hz of minimum frequency and 2456.31 ± 18.76 Hz of maximum frequency with an average
power of 73.06 ± 0.22 dB and 2.16 ± 0.02 u of average entropy (Fig. 4).

• Fejervarya limnocharis have paired subgular external vocal sacs. In this type of vocal sac the sacs
are not completely bifurcated. It prefers to make calls while partially submerged into water and
surrounded by grass or vegetation. The calls of this species were long series of creaks as cricket

Fig. 4: (A) pair of Duttaphrynus stomaticus; (B) Time domain presentation of audio-spectrum; (C) Enlarged
view of time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum

and (E) Cross section of a call of Duttaphrynus stomaticus showing dominant frequency peak.

Fig. 5: (A) adult Fejerverya limnocharis; (B) Time domain presentation of audio-spectrum; (C) Enlarged
view of time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum

and (E) Cross section of a call of Fejerverya limnocharis showing dominant frequency peak.
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produces. It may be described as in quick succession "creak - creak - creak - ………". This species
was rarely found to emit sound solely, most of the time it was found to be calling in large chorus.
Call groups were short with 1.87 ± 0.01 seconds with call group interval of 1.37 ± 0.15 seconds. Call
group composed of 12 ± 0.76 calls in per call group. The call duration was observed as 0.06 ± 0.002
seconds that repeated with 0.11 ± 0.02 seconds of call interval. F. limnocharis produced the calls in
between range of 3656.25 Hz of minimum frequency and 3903.41 ± 13.90 Hz of maximum frequency.
The fundamental frequency was observed as 1828.125 Hz and the dominant frequency as 3656.25
Hz with the average power of 71.76 ± 0.255 dB with 2.66 ± 0.04 u of average entropy (Fig. 5).

• Microhyla ornata possessed median subgular external vocal sac, dark blue or black in color. M.
ornata made calls after rains, the activity and breeding pattern is restricted to shallow water bodies.
It preferred make calls from under bushes or crevices situated near water bodies. Calls of M. ornata
characterized as shrill resembles the sound produced by dragging a comb on mouth of earthen pot
as sharp and long "trrrrk - trrrrk - trrrrk - ……" with regular intervals. Call group duration of M.
ornata observed as 0.34 ± 0.01 seconds. These call groups were repeated with 1.02 ± 0.03 seconds of
call group interval and 8.52 ± 0.15 calls found in each call group. The call duration observed as 0.009
seconds that repeated with 0.03 seconds of call interval. M. ornata produced calls in between 3018.75
± 98.62 Hz of maximum frequency and 2703.75 ± 120.02 Hz of minimum frequency. Fundamental
frequency observed as 1430.63 ± 64.56 Hz and dominant frequency found as 2861.25 ± 129.13 Hz
with an average power of 64.31 ± 0.16 dB with 3.05 ± 0.06 u of average entropy (Fig. 6).

• Naja naja makes hissing sound to show its presence while disturbed. Hissing is produced as a result
of inhale and exhale the breath. When hissing is produced simultaneously it strikes through its
hood that appears to attempt for biting in this case the peaks shown in spectrogram are multiple
instead of clearly one peak of dominant frequency. In that case the hissing is specific and loud.
Hissing was analyzed for this species and found that the this type of hissing ranges in between
1312.50 Hz of maximum frequency and 687.50 Hz of minimum frequency. Fundamental frequency
observed as 656.25 Hz and dominant frequency found as 1313.50 Hz with an average power of 37.95
dB with 5.10 u of average entropy (Fig. 7).

• Daboia russelli make hissings for the threatened the predators and show its presence by regularly
making acoustics signal with increasing pith of whistle like sound by exhaling the breath. When
approaches near to the snake Daboia russelli it strikes suddenly without prior intimation of biting.
That's why the peaks shown in spectrogram is in increasing pattern with one peak of dominant
frequency at the last of hissing. So the hissing is specific and loud, and hissing section was analyzed

Fig. 6: (A) adult Microhyla ornata; (B) Time domain presentation of audio-spectrum; (C) Enlarged view of
time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum and

(E) Cross section of a call of Microhyla ornata showing dominant frequency peak.
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for this species at the time of biting attempt and found hissing ranges in between 7770.83 Hz of
maximum frequency and 6854.17 Hz of minimum frequency. Fundamental frequency observed as
3551.91 Hz and dominant frequency found as 7104.17 Hz with an average power of 68.9 dB with
4.85 u of average entropy (Fig. 8).

• Echis carinatus make alarming signals by rubbing its body scales that sound look like the cutting of
wood by saw, that's why the common name is saw scaled viper, this signals the predators as a threat
and shows his presence by regularly rubbing keeled body scales. When approaches near to the saw
scaled viper snake Echis carinatus it strikes on of sudden without prior intimation of biting like
Daboia russelli. This sound is loud but at the time of biting attempt it also produces the hissing and
is specific but not so loud. This hissing section was analyzed for this species at the time of biting
attempt and found hissing ranges in between 4437.50 Hz of maximum frequency and 2562.50 Hz of
minimum frequency. Fundamental frequency observed as 1406.25 Hz and dominant frequency found
as 2812.5 Hz with an average power of 67.2 dB with 4.94 u of average entropy (Fig. 9).

Fig. 7: (A) adult Naja naja; (B) Time domain presentation of audio-spectrum; (C) Enlarged view of time
domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum and (E)

Cross section of a hissing of Naja naja showing dominant frequency peak.

Fig. 8: (A) adult Daboia russelli; (B) Time domain presentation of audio-spectrum; (C) Enlarged view of time
domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum and (E)

Cross section of a hissing of Daboia russelli showing dominant frequency peak.



152 Journal of Acoustical Society of India

Sharma, K. K., Sharma Vivek, Sharma Neha and Mathur Shikha

• Varanus bengalensis have specialized mechanisms for sound (hissing) production and uses airflow
through the anterior respiratory tract to produce sound (hissing). These sounds may be produced
by exhale or inhale the airflow and air stream generates acoustically loud signals. Varanus bengalensis
produces hissing when we approach nearby and that was in continue fashion without any gap. It
seems that as the body is very large and the breathing capacity of Varanus bengalensis is also good
in volume thus it qualifies him to generate regular hissing. There is no clear demarcation of biting or
attacking time hissing thus the complete hissing was analyzed for the Varanus bengalensis (Indian
monitor lizard) and we found that hissing ranges in between 468.75 Hz of maximum frequency and
234.37 Hz of minimum frequency. Fundamental frequency observed as 234.37 Hz and dominant
frequency found as 468.75 Hz with an average power of 58.3 dB with 4.83 u of average entropy (Fig.
10).

Fig. 9: (A) adults of Echis carinatus; (B) Time domain presentation of audio-spectrum; (C) Enlarged view of
time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum and

(E) Cross section of a hissing of Echis carinatus showing dominant frequency peak.

Fig. 10: (A) adult Varanus bengalensis; (B) Time domain presentation of audio-spectrum; (C) Enlarged view
of time domain presentation of audio-spectrum; (D) Frequency domain presentation of audio-spectrum and

(E) Cross section of a hissing of Varanus bengalensis showing dominant frequency peak.
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4.2 Anurans call characteristics and comparative analysis

Duttaphrynus melanostictus having highest number of calls in per call group with 194 ± 11.2 calls while
Microhyla ornata having least number of calls in per call group as 8.52 ± 0.15 calls. Call group duration was
observed as Duttaphrynus melanostictus showed longest call group duration of 17.48 ± 0.51 seconds and in
vice versa case Microhyla ornata having smallest call group duration 0.34 ± 0.01 seconds. Fejerverya
limnocharis exemplified highest dominant frequency as 3656.25 Hz and in concern of lowest values of
dominant frequency Duttaphrynus melanostictus showed lowest dominant frequency as 2325.59 ± 2.78 Hz.
Average power of the advertisement calls of observed anurans Duttaphrynus melanostictus having highest
Average power of call as 74 ± 0.32 dB while Microhyla ornata having 64.31 ± 0.16 dB lowest averages power
of call.

4.3 Reptiles hissing characteristics and comparative analysis

Daboia russelli exemplified hissing with highest dominant frequency as 7104.17 Hz and in concern of
lowest values of dominant frequency Varanus bengalensis showed lowest dominant frequency as 468.75
Hz. Average power of the hissing of observed reptiles Daboia russelli having highest Average power of
hissing as 68.9 dB while Naja naja having 37.95 dB lowest averages power of hissing.

5. DISCUSSION AND CONCLUSION

Bioacoustics is a modern tool that does not involve any type of killing, preservation or even capturing of
individual species. Bioacoustics or sound based identification of anurans is eco-friendly tool that can resolve
problems of identification of species in the case of morpho-variant, cryptic species, and in identification of
species in completely dark conditions (Sharma et al., 2011).

Species identification based on acoustic analysis is growing (Heyer et al., 1990; Pombal et al., 1995; Napoli
and Cruz, 2005; Weber et al., 2005; Silva-Filho and Junca, 2006; Angulo and Reichle, 2008). Many new species
have been detected by their advertisement calls before their genetics were studied (Schneider et al., 1984;
Paillette et al., 1992; Schneider and Haxhiu, 1994; Channing et al., 2002). Recent studies have shown that
anuran advertisement calls are also helpful in resolving sympatric species cases which are difficult by
morphological identification and also helps to identify in large chorus and call alternation conditions too
(Bogert, 1960; Wells, 1977; Kanamadi et al., 1994; Grosjean and Dubois, 2006; Vences et al., 2006; Vences et al.,
2011).

Acoustic communication is an important and discrete evolutionary unit (Etges, 1987; Cardoso and
Vielliard, 1990). Vocalizations of anurans were developed during evolution for successful or higher rate of
mating of these tiny creatures in invisible or complete dark conditions (Duellman and Trueb, 1986).
Advertisement calls are used in mate attraction, directly linked to their reproductive behavior, highly species
specific and potentially under sexual selection (Glaw and Vences, 1994), and maintaining the territory
(Duellman and Trueb, 1994; Gerhardt, 1994). Advertisement calls are species specific.

In addition detailed description of anuran advertisement calls has proved to be a powerful tool to
determine their taxonomic status. Sharma (2005a) proposed sonotaxonomy based on acoustic characteristics
of different species of taxas. Only advertisement calls were recorded of observed 4 species of anurans in the
present study. Territorial, distress, release calls or other types of calls which are presented by many anuran
species (Wahl, 1969; Kuhn and Schneider, 1984; Schneider, 1990; Kanamadi et al., 1993) were not recorded to
avoid confusion.

Calls of anurans have been found to be species specific. Their call patterns are distinct and species
specific audio spectrum, cross sections of spectrum which characteristics of spectrograms of advertisement
call can be used to identify species and also help in monitoring of population.

Acoustic applications are important in case of species which are not identified by their morphological
traits. During present study dominant frequency, fundamental frequency and their harmonics alongwith
fundamental features of call (call duration, average power and average entropy) are observed species specific.
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Spectral patterns, power spectrum and cross sections of audio-spectrogram of anurans calls and reptiles
hissing were found to be highly species specific.
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ABSTRACT

Since last two decades, the research has been concentrated on professional voice; there is a curiosity
among researchers to find out whether singers are really special in their voice use than non singers.
Many studies have been conducted to know more about what produces the most interesting 'ring'
which is called as 'Singer's Formant' (Fs) in the professional singing voice, which makes them to be
perceived better. Though there have been studies regarding singer's formant in Indian classical
singers, underlying physiological adjustments made by singers and its relation with acoustical
features needs to be studied. Knowledge about physiological modifications aids professionals, to
provide meaningful and specific guidelines for professional voice care and quality improvement
among Indian classical singers. Thus the aims of the present study were to explore the possibility
of singer's formant in Hindustani classical singers, to study the physiological adjustments made by
the singers and also to find out the effect of number years of experience on acoustical as well as
perceptual parameters. 20 Hindustani classical singers and 10 non singers within the age range of
18 -50 yrs were considered for the study. The singers (S) were again grouped into three subgroups
based on their years of music experience as S1 (with 0-5 yrs of experience), S2 (with 6-10yrs of
experience) and S3 (with >10 yrs of experience). Acoustical as well as perceptual evaluation was
carried out for singers and non singers. Following the case history, the acoustical evaluation was
carried out on samples of sustained phonation of /a/, and /vandemataram/ (old) song for a
minimum of 20 secs. The samples were recorded in a digital tape recorder and it was transferred to
LTAS module of CSL - MDVP4500 software. The LTAS parameters considered for the study include:
amplitude at 0-2 and 2-4 kHz, mean centre frequency of singer's formant region and singing power
ratio. Mean f0 was also measured. The study revealed that S3 (>10 yrs of experience) group had
highest amplitude at 2-4 kHz, as well as higher SPR values than compared to S1 and S2. This
means that there is occurrence of clustering of formants in the higher harmonics region. But the
difference in the parameters was not statistically significant between the groups.The perceptual
evaluation was carried out to see for the parameters such as velopharyngeal closure pattern, lateral
/pharyngeal wall movement and pharyngeal opening. Nasoendoscopic evaluation was done for
all the participants by a well experienced ENT professional. Coronal velopharyngeal closure pattern
and lateral pharyngeal wall movement were found to be common in both singers and non singers.
The pharyngeal opening was rated as narrow, in between or wider. Inter rater reliability for four
perceptual evaluators was found to be good. S3 group had widest pharyngeal opening. The results
obtained were in correlation with the results of acoustical analysis. Hence the results of the present
study points out the possibility of occurrence of singer's formant in Hindustani classical singers.

© 2014 Acoustical Society of India
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The result of the acoustical analysis indicates that there is an effect of years of music experience on
the acoustical as well as perceptual parameters. Singers with more than 10 years of experience are
special in terms of acoustical and perceptual parameters of voice than non singers. Though the
difference between the groups might have not been significant due to the small sample size and
unequal distribution of participants within the group.  The study can be done on large sample size
with the following future implications. The study highlights the possibility of developing training
material for singers to improve their pharyngeal widening. It throws light into the future utility of
Fs in pathological conditions among Hindustani Classical singers. Study can also be repeated to
compare SPR values &nasoendoscopic evaluation between different styles of singing such as
Carnatic Vs Hindustani classical singers.

1. INTRODUCTION

Singing as defined is as "sensory motor phenomenon that requires particular balanced physical skill[1]".
Maintenance of a better quality and wide range of voice for a longer period is a necessity for singers. Awareness
about voice culture is increasing among singers and they often approach professionals (Speech Language
Pathologist and Otolaryngologist) for care and maintenance of singing voice. Speech Language Pathologist
and Otolaryngologist play a crucial role in assessment & management of singing & speaking voice.Singers
are special when compared to non singers due to an exciting "ringing" voice quality during singing
performance that helps them to be heard over a large orchestral accompaniment.[2],[3] The author explained
about 'brightness in voice' as "singer's formant" which occurs as a result of clustering of higher third, fourth
and fifth vowel formants (F3, F4 and F5). In order to find out whether singers are special in their vocal usage,
various authors studied following LTAS parameters: amplitude at lower harmonics (0-2 kHz), amplitude at
higher harmonics (2-4 kHz), centre frequency of singer's formant and singing power ratio etc.[4],[5],[6],[7],[8],[9]

However, research on vibratory mechanism of vocal folds and its relation to acoustical parameters are
rare. Examination of vibratory mechanism of vocal folds can be done using various instruments such as
videoflouroscopy, nasoendoscopy, videolaryngoscopy, strobovideolaryngoscopy etc. Researchers have
reported an association between pharyngeal widening and production of ringing voice while singing.[10]

Singers with widened pharynx were observed to have effective clustering of higher formants and thereby
higher singers' formant. Perceptual evaluation has been considered as a gold standard for assessing voice,
though the subjectivity can be reduced by complementing it with acoustical evaluation. Singing is a complex
act and its uniqueness can be investigated by a combination of perceptual as well as acoustical analysis.

2. NEED OF THE STUDY

In western scenario, research concentrated on finding out singer's formant, centre frequency and singing
power ratio (SPR) in singers and non singers. Fsis defined as a pronounced peak of acoustic energy which is
located around 3kHz and it is formed by the clustering of the third, fourth and the fifth vowel formants (F3,
F4, and F5)10. Author hasstated that the centre frequency (frequency at which the highest peak amplitude
between 2-4 kHz is obtained) of singer's formant lies between 2.4 - 3.6 kHz in almost all of the singers. [11] In
Indian classical singers, there have been attempts to find out the centre frequency of Fs. It was found that
maximum energy concentration observed to be around 2500 - 2950 Hz in trained Carnatic singers and around
2300 - 2500 Hz in untrained singers.12 Fs was located in 2-4 kHz region in Hindustani classical singers and its
centre frequency increased with rise in pitch, which was parallel to sung vowels in Western music.13 It has
been found that singer's formant is present in Indian classical singers.14 Contrary to the above mentioned
studies, singer's formant was not found in South Indian classical singers.15 Though there have been studies
regarding singer's formant in Indian classical singers, underlying physiological adjustments made by singers
and its relation with acoustical features needs to be studied. The review of literature suggests that there have
been very limited number of studies done to explore the physiological differences in singers and non singers
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during singing. There have also been limited researches on effect of years of experience on the acoustical
and perceptual parameters. Hence the present study was planned to explore the physiological, acoustical
and perceptual differences between singers (with varied experience) and non singers.

3. AIM OF THE STUDY

• To explore presence of singer's formant in Hindustani Classical singers.

• To investigate physiological adjustments made by the singers.

• Level of impact of number of years of experience of singing on singer's formant.

4. METHOD

4.1 Participants

A total of 20 Hindustani classical singers (11 males & 9 females) and 10 non singers (5 males & 5 females)
were participated for the study. The mean age ranges of singers were 29.15 yrs and that of non singers were
22.5 yrs. The Hindustani classical singers were again divided into three subgroups S1, S2 and S3 according
to their years of experience in singing. S1 included those singers who had a formal vocal training of about 0-
5 yrs (4 males & 3 females). S2 singers had an experience of about 6-10 yrs (4 males & 3 females). Those
singers with more than 10 years of experience were considered in sub group S3 (3 males & 3 females). Non
singers were those participants who had not undergone any kind of formal vocal training. Case history
revealed that singers in S1 group, used to practice around an average of 2-3 hrs per day. Most of them were
students of college of fine arts where they had just started formal training. Whereas singers in group S2,
have a practice of singing for 4-5 hours per day. Many of them have an experience of singing in semi classical
as well as Indian classical music. Singers in group S3 were the most experienced singers with maximum
knowledge about voice culture. They have a practice of more than 6-7 hrs per day. They were involved in
some of the voice care practices like drinking sips of water during performances, steam inhalation and
omkar practice before daily singing activity (riyaz). All the participants were included only when they did
not show any signs of any speech, language, vocal, sensory motor problems at the time of recording. Prior to
the recording, all the participants were explained regarding the purpose of the study and the future
implications. Consent form was filled by all the participants.

4.2. Procedure

4.2.1   Acoustical Analysis

The stimuli recorded for the particular study was a phonation sample of the vowel /a/, /i/ and /u/ for
about 5 seconds and also the well known song /vanðemataram/ for about 20 seconds. The acoustical analysis
was carried out on the recorded stimuli to see for the presence of singer's formant.  A portable digital tape
recorder was used for recording the tasks.  The microphone was kept away from the participant at a distance
of 10 cm. All recordings were done in quiet environment with the participants seated in comfortable position.

The recordings were transferred to the computer and acoustical analysis was done using Long Term
Average Spectrum (LTAS) of CSL 4500 MDVP software at a sampling rate of 44000 Hz.

4.2.2   LTAS Parameters

• Amplitude of highest peak at the lower harmonic (0-2) kHz region and the amplitude of the highest
peak at the higher harmonics (2-4) kHz region

• Mean centre frequency of singer's formant: It is the peak frequency of the highest amplitude obtained
in region of higher harmonics (2-4 kHz).6

• Singing Power Ratio:  It is the ratio of amplitude obtained at 2-4 kHz to that of 0-2 kHz. SPR is a
parameter that can quantitatively measure the resonant quality of singing voice.16
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4.2.3   Mean Fundamental frequency (Mean f0)

 It isthe lowest frequency in a periodic waveform. 17

4.2.4   Perceptual Analysis

Nasoendoscopy was carried out to investigate the physiological adjustments made by the singers with respect
to the presence of singer's formant when compared to non singers. A 70 degree rigid nasoendoscope (HAWK
model) with a diameter of 4mm was used for the analysis. It was kept at 7-8 cm from the opening of the
nostrils of the anterior nares. The task of the participant was to phonate /i/ while nasoendoscopy will be
done simultaneously with the help of an experienced ENT professional. The videos were saved on a compact
CD drive.

Perceptual evaluation of velopharyngeal closure pattern, lateral and posterior wall movement and also
the pharyngeal widening was carried out. Four well experienced ENT professionals were asked to rate the
nasoendoscopy video samples. All the samples were randomly presented to the raters. The inter rater
reliability was estimated to see the correlation between the visual perceptual evaluation. Parameters measured
for perceptual (visual) evaluation are as follows:

• Velopharyngeal Closure Pattern and Lateral or Pharyngeal wall Movement: The professionals were
asked to rate nasoendoscopic videos on the basis of two parameters. One is velopharyngeal closure
pattern: coronal, sagittal, circular and second is the lateral versus pharyngeal wall movement.

• Pharyngeal opening: The ENT professionals were asked to rate the nasoendoscopy samples on a
three point rating scale. (1= narrow pharyngeal opening, 2= medium pharyngeal opening, 3= wider
pharyngeal opening).

Results of acoustical and perceptual evaluation are tabulated and discussed.

5. RESULTS & DISCUSSION

Recorded sample of all the participants was transferred to CSL-MDVP module for LTAS analysis. The
results of acoustical and perceptual analysis are as follows.

5.1. LTAS Parameters

5.1.1. Amplitude at 0-2 kHz and 2-4 kHz:Amplitude of highest peak at the lower harmonics
(0-2) kHz region and the amplitude of the highest peak at the higher harmonics (2-4) kHz
region were analyzed.

The Fig.1.Showed that there was no much difference in amplitude at 0-2 kHz for non singers and singers (as
a group). But the amplitude at 2-4 kHz was found to be higher in singers than for non singers. When the
comparisons within the group of singers were considered, it was found that amplitude at 0-2 kHz remained
almost similar for all the three groups of singers. The amplitude at 2-4 kHz was found to be variable for
singers. Higher amplitude was noticed for singers with more than 10 yrs of experience (S3) when compared
to singers of 0-5 (S1) & 6-10 (S2) yrs of experience. Although the difference was observed, it was not statistically

Fig. 1. Mean scores of amplitude at 0-2 and 2-4 kHz for singers and non singers (NS = Non singers.
S1= Singers with 0-5 yrs of experience.  S2 = Singers with 6-10 yrs of experience.

S3 = Singers with > 10 yrs of experience. S= Singers as a group).
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significant. The participants in the group S1 and S2, were students of musical institute, and the amount of
singing and daily riyaz carried out by them was not as much as group S3. The variability in amplitude at 2-
4 kHz may be due to the difference in the number of hours of the riyaz they were doing per day. The findings
of the study showed that there is a tendency for the increment in amplitude level at 2-4 kHz as the years of
music experience increases. Thus the amount of training and hours of practice per day can be expected to be
a supplementary factor for the achievement of significant energy concentration at higher harmonics. The
findings of the present study support the observation of a previous studies18 where they have found that as
the years of experience or the vocal training increases, amplitude (energy levels) also increases. Authors also
observed additional energy concentration in 2-4 kHz region for trained singers when compared to non
singers.19,20 The higher amplitude obtained at 2-4 kHz region for singers with more than 10 yrs of experience
(S3) can be correlated to pharyngeal widening (supralaryngeal adjustments) observed in the perceptual
analysis for S3 group. The results of the present study can be confirmed on a larger sample size. It can also
be assumed that rigorous singing training for less than 10 years may be too short time period to expect an
effect in the higher harmonic region.

5.1.2 Mean Centre frequency of singer's formant (Fs)

The center frequency of Fs was analyzed to see the frequency at which energy is concentrated.

Fig. 2. Mean scores of Fs of singers of each group and non singers. (NS = Non singers. S1= Singers with
0-5 yrs of experience. S2 = Singers with 6-10 yrs of experience. S3 = Singers with > 10 yrs of

experience. S= Singers as a group).

In the present study, the maximum energy concentration in singers was observed from 2.1 to 3.4 kHz
with the mean centre frequency of 2.4 kHz, 2.9 kHz and 2.7 kHz for S1, S2 and S3 respectively. Though the
differences between mean center frequencies for the groups were obtained, it was not statistically significant.
The above findings were consistent with the prior investigations,21where it was found that for sopranos
and mezzo sopranos, a significant energy concentration is observed in the higher harmonics region which is
in 2.8 - 3.4 kHz region (p< 0.05). Singer's formant was observed to be near 3 kHz for a well classically trained
bass, baritone, tenor and alto singers' voices.11The present study did not consider the different voice categories
in Hindustani classical singers (E.g. Drupad, Khyal, Tumri etc.) like in western studies mentioned above.
The group of singers were more heterogeneous and small to generalize the results for range of center frequency
in Hindustani classical singers.

5.1.3. Singing Power Ratio (SPR)

It is calculated by the ratio of highest peak intensity level obtained at higher harmonics (2-4) kHz to the
highest peak intensity at lower harmonics (0-2) kHz.As shown in Fig.3.among the three groups of singers, S3
(0.6) demonstrated the highest SPR value, than S1 (0.5) and S2 (0.5). In the present study, a tendency of an
augmentation in the SPR values was observed as the music training increases. Although, the differences
were seen for the groups, these differences were not statistically significant.  The results of the present study
were similar to that of studies done in past16 who found that professional singers with more years of music
experience (>4yrs) had significantly higher SPR values than trained singers with less than 4 years of experience.
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The results of the present study were unlike the studies18where they found that SPR scores were significantly
lesser for singer group than for non singer group. Higher SPR values in S3 group shows that they had higher
energy concentration at 2-4 kHz than 0-2 kHz, which confirms the possibility of formant clustering at higher
harmonics. The expertise and self regulating pharyngeal widening in S3 group would have led them to have
higher SPR values as compared to S2 and S1. The present study highlights the possibility of obtaining the
singer's formant for singers with more than 10 yrs of experience in the region of 2-4 kHz.

Fig. 3. Mean value scores of SPR of singers of each group and non singers (NS = Non   singers.
S1= Singers with 0-5 yrs of experience.  S2 = Singers with 6-10 yrs of experience.

 S3 = Singers with > 10 yrs of experience. S= Singers as a group)

5.2. Mean Fundamental frequency (Mean f0)

The fundamental frequencies of the participants wereanalyzed acoustically. The gender wise comparison
was done for the parameter of mean f0 between singers and non singers. Independent sample t test was
carried out which revealed that there is no significant difference in mean f0 between males and females
within the group and across the group. The results of the present study shows that singers were not special
than non singers in terms of their mean f0. Mean f0 values for female singers were higher in comparison
with female non singers which supports the other studies22, where they also found that the mean relative f0
of trained females (soprano, mezzo soprano, and altos) was higher than female non singers. However, the
results were not similar for male category where, the male singers were found to have lower f0 values than
male non singers. This probably is the result of low magnitude of jaw opening in male non singers during
the task of vowel phonation, as also reported.23 The differences obtained in the present study can be due to
the less sample size and unequal distribution of males and females across the groups.

Fig. 4. Mean f0 of males and females in singers and non singers. (NS = Non singers.  S1= Singers
with 0-5 yrs of experience. S2 = Singers with 6-10 yrs of experience.

S3 = Singers with > 10 yrs of experience. S= as a group).

5.3. Perceptual parameters

5.3.1. Velopharyngeal closure pattern & lateral / posterior pharyngeal wall movement

The velopharyngeal closure pattern of all the participants were perceptually evaluated with the help of four
experienced ENT professionals in Pune. The percentage of occurrence of velopharyngeal closure patterns in
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each of the sub group of singers and that of non singers were calculated. As shown in Table 1 for non singers,
coronal pattern was observed in 60% of the participants, circular pattern was observed in 40% and none of
them had sagittal pattern. For the sub group of singers in S1, 57.14% of the participants had coronal pattern,
28. 57% had sagittal pattern and 14.28% had circular pattern. For sub group S2, coronal pattern was present
for 57.14% of participants, sagittal were present for 14.28% and circular was present for 28.57% of the
participants. Around 66.66% of the participants of sub group S3 singers had coronal pattern with remaining
16.66% of participants withsagittal as well as circular pattern. As shown in Table2, all the groups had lateral
wall movement. The most common velopharyngeal closure pattern was coronal with lateral wall movement
across the groups. Hence the results of the present study conclude that singers were not special in the
velopharyngeal closure pattern than non singers.

Studies are limited regarding the exploration of velopharyngeal closure pattern as well as lateral or
posterior pharyngeal wall movement in singers and non singers.

5.3.2 Pharyngeal Widening

Singer's formant cluster is created in the vocal tract by narrow epilaryngeal tube opening, so that the ratio of
the cross sectional area of pharynx is approximately six times greater than that of epilarynx outlet (1:6
ratio)24. The maintenance of an enlarged pharyngeal area is essential for the achievement of pharyngeal -
laryngeal vestibule area ratio (6:1)10. The sample of nasoendoscopy evaluation of singers and non singers
were evaluated by four experienced ENT professionals on a three point rating scale (1 = narrow pharyngeal
opening, 2= medium pharyngeal opening and 3= wider pharyngeal opening). Inter rater reliability was
carried out for the parameter of pharyngeal widening.

Pattern Non Singers S1 (0-5yrs) S2 (6-10yrs) S3 (>10yrs)

Coronal 60% 57.14% 57.14% 66.66%
Sagittal 0% 28.57% 14.28% 16.66%
Circular 40% 14.28% 28.57% 16.66%

Table 1. Shows the percentage of velopharyngeal closure pattern in singers and non singers.

As mentioned in table no.11, the group of NS, S1 and S2 were rated 2 for pharyngeal widening which
means they had medium pharyngeal opening. S3 group was rated 3, which means they had wider pharyngeal
opening.  The product moment correlation between each of the raters for pharyngeal widening is significant
(p<0.05). It can be opined that well trained singers use more efficient supralaryngeal adjustments which

Parameter NS S1 S2 S3

Pharyngeal
Opening 2 2 2 3

(NS = Non singers. S1= Singers with 0-5 yrs of experience.  S2 = Singers with 6-10 yrs of experience. S3 = Singers with
> 10 yrs of experience. S = Singers as a whole).    (3=.wider pharyngeal opening  2=medium pharyngeal opening).

Table 3. The overall rating of pharyngeal widening for singers and non singers.

Parameter Non singers S1 S2 S3 S

Lateral (LPW) / Posterior LPW LPW LPW LPW LPW
Pharyngeal   wall (PPW)
movement

Table 2. Shows overall lateral or posterior pharyngeal wall movement in singers and non singers.
(NS = Non singers, S1= Singers with 0-5 yrs of experience, S2 = Singers with 6-10 yrs of experience,

S3 = Singers with > 10 yrs of experience. S= Singers as a group).
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enables them to produce a bright vocal quality. The results of perceptual evaluation of pharyngeal widening
are in support of acoustical findings of higher SPR values in group S3. Present study postulates the fact that
more the number of years of experience, better are the supralaryngeal adjustments and thereby higher energy
concentration in the Fs region. The result of the present study is parallel to the results obtained by other
authors8where they revealed that trained singers (8-10 yrs of experience in Carnatic singing) showed
clustering of higher formants due to widened pharynx.

The results of the study may be contributed to the fact that the singers with less than 10 years of experience
are still undergoing formal music training and have not achieved mastery in singing as they are no different
in terms of acoustical and perceptual parameters with that of non singers. Hence, singer's formant can be
considered as a learned behavior which could be attained only when one masters in making physiological
adjustments with more than 10 years of singing experience. Thus pharyngeal widening should be the part of
training for professional singers who needs to increase the projection of their voice.

The results of the present study indicate the existence of singer's formant in Hindustani classical singers.
The results of the acoustical analysis point out the effect of years of singing experience on all the parameters
(LTAS parameters and f0). The S3 group had highest amplitude at 2-4 kHz, had highest SPR values than
compared to S1, S2 and implies the formant clustering in higher harmonics. According to perceptual
evaluation, S3 group had widest pharyngeal opening which is in correlation with the results of acoustical
analysis. Hence the study concludes that singers with more than 10 years of experience are special in terms
of acoustical and perceptual parameters of voice than non singers though the significant difference between
the groups could not be found due to the small sample size and unequal distribution of participants within
the group.  The present study suggests that for improving the voice quality in professional voice users,
proper physiological adjustments (pharyngeal widening) should be taught. The study highlights the possibility
of developing training material for singers to improve their pharyngeal widening. The study points out the
need and development of an objective parameter (SPR) for differentiating style of singing in future. It throws
light into the future utility of Fs in pathological conditions among Hindustani Classical singers. Study can
also be repeated to compare SPR values &nasoendoscopic evaluation between different styles of singing
such as Carnatic Vs Hindustani classical singers.
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ABSTRACT

Music is well known to evoke emotions. The first objective of this study was to understand emotional
contagion associated with Hindustani classical ragas. The second objective was to study the role of
acoustic properties in determining the emotions associated with ragas. We conducted an internet
based survey in which participants listened to raga excerpts played in both alaap (slow arrhythmic
introductory section) and gat (fast rhythmic composition). A total of 164 participants completed
the survey. Survey responses showed that despite of cultural differences, participants were able to
associate positive and plaintive emotions with different ragas. Analysis of behavioral results showed
that the emotions associated with ragas when played in alaap were 'calm' and 'sad'. However, when
played in gat, the 'calm' ratings shifted to 'Happy' and 'sad' ratings shifted to 'Longing' or
'Restless'emotions. The results of multiple linear regression analysis indicated that the presence or
absence of a subset of major and minor pitch intervals in a raga were predictive of ratings on
positive and plaintive emotions. The percent mean frequency of occurrence of the major (shuddh
Ni) and minor (teevra ma, komal re) tonic intervals accounted for 90.4% and 86.5% of variance in
ratings of 'happy' and 'sad' emotions. This suggests that it is the underlying distribution of specific
pitch intervals that listeners associate with positive or plaintive emotions.

1. INTRODUCTION

Music has long been associated with emotional contagion. It is the process by which emotions are induced
by a piece of music because the listener perceives the emotional expression of the music and then mimics
this expression internally wherein by means of either peripheral feedback from muscles [1][2] , or a more
direct activation of relevant emotional representations in the brain [3][4] leads to an induction of the same
emotion.

Musical emotions have been extensively studied and many different theories have been proposed to
explain the type of emotions induced by music [5]. But, most of work has been centred on western music[6]
[7]. Music cultures from the eastern hemispheres are unexplored. In this study we identified the emotions
induced by music of eastern hemisphere using ragas of North India. That North Indian classical Ragas are
capable of evoking emotions is well documented in North Indian classical music (NICM) theory(Bhatkhande,
1934)  but very few attempts have been made to investigate this phenomenon. A raga uses a series of five or
more musical notes upon which a melody is constructed. However, the way the notes are approached and

© 2014 Acoustical Society of India
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rendered in musical phrases and the mood they convey are more important in defining a raga than the notes
themselves. In theory, a raga depicting a particular emotion could evoke multiple emotions in a listener. The
basic set of tones and tone-relationships used in Hindustani classical music from which Ragas are derived is
the 12-tone octave divisions. Each interval is a tone defined by the ratio of its fundamental frequency to the
tonic.

However very little empirical work has been done linking the emotions experienced by participants to
the acoustic properties of ragas. Balkwill and Thompson [9] reported that Japanese participants were sensitive
to the intended emotions of ragas and this sensitivity was associated with the underlying acoustic cues.
Another study by Chordia et. al. [10], that characterized the emotional responses of listeners to five different
ragas found that the interplay between the major and minor intervals predicted the variance associated with
happy and sad ratings of participants. The primary predictors of emotion were pitch-class distribution,
pitch-class dyad entropy, overall sensory dissonance, and note density, which in combination explained
33% and 28% of response variance in happy and sad ratings. Although the explanatory power of these
models was limited, the results suggested that ragas do consistently elicit specific emotions that are linked to
musical properties. However the role of rhythm in emotion perception of ragas has not been studied so far.

The first objective of this study was to to understand emotional contagion associated with Hindustani
classical ragas. In this study we used both alaap (slow arrhythmic introductory section of a raga) and gat
(faster composition with a rhythmic accompaniment) of ragas to understand the role of rhythm in emotion
perception. The second objective was to establish the role of acoustic properties of Hindustani classical ragas
in recognising the emotions associated with them. As a first step in this direction, we conducted an internet
based survey to investigate emotional contagion associated with twelve North Indian classical Ragas.

3. MATERIALS AND METHODS

Three minute instrumental renditions of twelve Hindustani classical Ragas were composed and played by a
professional musician on sarod and digitally recorded in both alaap and gat. Ragas were chosen to induce
both positive and plaintive emotional states (Table 1). It was also ensured that all the pieces in gat were
provided similar accompaniment on tabla in teen taal. A  detailed  questionnaire  to  ascertain  demographic
information,  details  of music  preference  and  training  was implemented before starting with the survey.
Participants were instructed to listen to the Raga excerpts for a minimum of one minute  and rate each raga
on all of the following emotions on a 0-4 Likert scale (with 0 being 'not at all felt' to 4 being 'felt the most').
The emotions were: happy, romantic, devotional, calm/soothed, angry, longing/yearning, tensed/restless,
and sad. The survey is available at http://emotion-in-music.nbrc.ac.in/p1/.

The results of the survey were analysed using SPSS v20 as described below:

3.1 Behavioral data analysis

Average ratings for each emotion for all ragas with positive and plaintive intended emotion played in alaap
and gat were computed. Following this, a confusion matrix representing the average ratings of emotional
responses provided by the subjects were plotted against the intended emotion of ragas.

3.2 Acoustic Analysis

In order to determine the underlying relationship between the tonality of Raga and its intended emotion the
tonal structure of different Ragas was assessed. The tonic interval is a tone defined by the ratio of its
fundamental frequency to the tonic (Sa). In the notation used the 7 shuddha swaras are denoted by capital
letters ( S, R, G, M, P, D, N) , 5 komal swaras and 1tivra swara are denoted by small letters ( r, g, m, d, n) .

Pitch was extracted using Melodia- Melody extraction toolbox for every 30 ms window for all the ragas
[11] . The pitch class distributions for tonic intervals were calculated by making histograms of the pitch
values calculated in cents. The bins corresponded to each note of three octaves centered around tonic for
that segment. The three octaves were then folded into one and the values were normalized to create pitch-
class distributions. The bin counts were averaged across ragas with positive and plaintive intended emotion
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to obtain average distributions of interval size. The differences between emotional conditions for each 100
cent bin were evaluated for statistical significance using two tailed Mann-Whitney U-test [8].

3.3 Regression Analysis

Stepwise multiple linear regression analysis was conducted in order to determine the variance of the emotional
responses explained by the mean frequency of occurrence of the tonic intervals.

4. PARTICIPANT DETAILS

A total of 164 participants took the survey (F = 85, M = 79). The percentage of participants in the age range
<20, 20 - 40, 40-60, >60 was 6.1%, 3.7%, 61.6%, 28.0% respectively. People from different cultural backgrounds
participated in the survey. The percentage of participants from Asia primarily India was 65.24 %, America
was 10.37 % and Europe was17.68 %.

5. RESULTS AND DISCUSSION

5.1 Behaviour

The confusion matrix representing the average ratings of emotions for positive and plaintive ragas across
alaap and gat are shown in Fig 1A and Fig 1B respectively. The average ratings of emotion are colour coded;
the intensity of colour represents the weightage of ratings. The highest average rating for ragas whose intended
emotion was positive when played in alaap was for 'calm/soothing' but when played in gat shifted to 'happy'.
The highest average rating for ragas whose intended emotion was plaintive was for 'sad'' but when played
in gat shifted to 'Longing/Yearning' or 'Tensed/Restless'.

5.2 Acoustic

The percent mean frequency of occurrence of tonic intervals averaged across alaap of ragas whose intended
emotion was positive and plaintive is shown in Fig 2 .The analysis of tonic intervals revealed that the positive

S. Raga Thaat  Scale used by Artist Intended Emotion

No

1 Tilak kamod Khamaj S R G M P D N Positive Happy/Romantic/Peaceful

2 Hansadhwani Bilawal S R G P N Positive Happy/Romantic/Peaceful/

Devotional

3 Desh Khamaj S R G M P D n/N Positive Happy/Romantic/Peaceful

4 Yaman Kalyan S R G m P D N Positive Devotional/Romantic/Peaceful

5 Rageshree Khamaj S R G M D n Positive Happy/Romantic/Peaceful

6 Jog Kafi S g/G M P n Positive Happy/Romantic/Peaceful

7 Marwa Marwa S r G m D N Plaintive Sad/Tensed/Devotional

8 Lalit Marwa S r G M/m P d N Plaintive Sad/Romantic/Peaceful

9 Malkauns Bhairavi S g M d n Plaintive Sad/Romantic/Peaceful/

Devotional

10 Shree Purvi S r G m P d N Plaintive Sad/Anger/Devotional

11 Basant Mukhari Bhairav S r G M P d n Plaintive Sad/Romantic/Peaceful

12 Miyan ki todi Todi S r g M/m P d N Plaintive Sad/Tensed/Devotional

Table 1. The table lists the ragas played by the artist, thaat of the ragas, the scale used by artist
and the emotion intended by the artist. The thaat of ragas refers to the musical scale

comprising of seven notes presented in their order of ascent.
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ragas are characterized by more major intervals (shuddh swaras) while plaintive ragas are characterized by
more minor intervals (komal swaras). The two-tailed Mann-Whitney U test was conducted to assess statistical
significance of the differences in the mean frequency of occurrence of major and minor intervals in positive
and plaintive ragas. The results of the test revealed that the mean frequency of occurrence of major second
(shuddh Re (z = -1.92, p ?.05) and major third (shuddh Ga (z = -2.24, p <.05) was significantly higher in ragas
whose intended emotion was positive. Also, the mean frequency of occurrence of minor second (komal re (z
= -2.88, p <.05)) and minor sixth (komal dha(z = -2.88, p <.05)) was significantly higher in plaintive ragas. The
results remained consistent for gat of ragas.

5.3 Regression Analysis

Stepwise multiple regressions were performed to identify the tonic intervals that best predict ratings of each
emotion. The tonic intervals minor second (komal re), major seventh (shuddh Ni) and triton (tivra Ma) explained
90 % of variance for ratings for happy emotion (R2 = .90, F (3, 8) = 25.05, p < .001). The percent mean
frequency of occurrence major seventh (shuddh Ni) was positively correlated and percent mean frequency of
occurrence minor second (komal re) and triton (tivra Ma) was negatively correlated with average rating for
happy emotion. All three variables added statistically significantly to the prediction of ratings for happy
emotion, p < .001.

 The tonic intervals minor second (komal re) and major seventh (shuddh Ni) explained 86 % of variance
ratings for sad emotion (R2 = .86, F (2, 9) = 28.91, p<0.001). The percent mean frequency of occurrence minor
second (komal re) was positively correlated and percent mean frequency of occurrence major seventh (shuddh

Fig. 2. The percent mean frequency of occurrence of tonic intervals averaged across alaap of
ragas whose intended was positive (red) and plaintive (blue).
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Ni) was negatively correlated with average ratings of sad emotion. Both the variables added statistically
significantly to the prediction of ratings for sad emotion, p < .001.

The results of regression analysis are reported in Table 2.

Fig. 2. The confusion matrix representing the average ratings of participants for alaap (N=121-141) and gat
(N=121-143) of ragas with positive (Fig 1 A) and plaintive (Fig 1 B) intended emotion.

Happy Romantic Devotional Calm Angry Longing Tensed Sad

N, r, R, N, r, R, r, r,

? = 0.54 * β = -0.88 ** β =  0.96 ** β = 0.59 ** β =  0.58 * β =  -0.78 * β =  -0.78 * β = 0.86 **

r, M, r, d, N,

β = -0.68 ** β = 0.40 * β = -0.69 ** β =  0.48 * β = -0.38*

m, m, β = -0.33 *

β = -0.35 *

R2 = 0.90 R2 = 0.77 R2 = 0.77 R2 = 0.95 R2 = 0.80 R2 = 0.62 R2 = 0.62 R2 = 0.86

F(3,8) F(1,10) F(2,9) F(3,8) F(2,9) F(1,10) F(1,10) F(2,9)

= 25.05,  = 33.56,  = 15.31, = 51.47, = 18.30, = 16.02, = 16.09,  = 28.91,

p<0.001 p<0.001 p<0.001 p<0.001 p<0.001 p<0.05 p<0.05  p<0.001

Table 2. Results of Stepwise multiple linear regressions performed in order to determine the
variance of the emotional responses explained by all the tonic intervals. (*p<0.05, **p<0.001)
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6. CONCLUSIONS

The findings of our behavioural survey showed that different Ragas evoke a different set of emotional
responses belonging to positive and plaintive categories. Our results also suggest that perception of emotion
in ragas transcends culture boundaries and thereby indicates that it is the underlying acoustic properties of
the ragas that listener's indentify as cue for judging the underlying emotions. Analysis of behavioural results
showed that ragas when played in alaap were given highest ratings for 'calm/soothing' and 'sad' emotions
and when the same ragas were played in gat the highest ratings shifted from 'calm/soothing' to 'Happy' and
from 'sad' to 'Longing/Yearning' or 'Tense/Restless'emotions. The correlation of acoustic properties of ragas
with behavioural data suggests that it is the underlying distribution of notes (specific pitch intervals) of a
Raga that listeners associate with positive or plaintive emotions and presence of rhythm enhances that
perception.

The positive ragas have high mean frequency of occurrence major intervals (shuddh swaras) where as
plaintive ragas have high mean frequency of occurrence minor intervals (komal swaras). These results are
consistent with western music literature where major and minor modes have been associated with positive
and negative valence respectively. It is the presence of specific pitch intervals in melodic composition of raga
that listeners associate with emotions. The regression models suggest that within the subset of ragas used in
our study the ragas with presence of shuddh Ni, absence of komal re and tivra Ma  ( raga Hansdhwani and raga
Tilak Kamod ) are associated with 'happy' emotion where as raga with presence of komal re and absence of
shuddh Ni  (raga Basant Mukhari) is associated with 'sad' emotion.

To sum up, the present study confirms and extends previous work on the induction of emotion during
music listening. The ragas chosen for this experiment have proved suitable for the induction of emotions as
assessed by subjective ratings. One intriguing question for the guidance of future research is the neural
representation of musically induced emotions by Hindustani classical ragas.
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ABSTRACT

A comparison between practical acoustic sound absorption coefficient and transmission analysis
of multi-layer absorber as the filler with and without perforated panels were studied this paper.
Experimental data obtained using reverberation room test method were compared with data from
numerical simulation. The innovative sound absorption panel was developed and fabricated using
treated absorber layers as sound absorption materials. The outer layer of the panel was fabricated
from absorber/polyester composite panel. This innovative acoustic panel was tested at acoustic
lab of Acoustics, Ultrasonics and Vibration (AUV) Standards at CSIR-National Physical Laboratory,
New Delhi using ISO 354 standard for noise absorption coefficient and ISO 717-1 standard for the
sound transmission loss (TL). Simulation study was also conducted for the sound absorption panel.
For the sound absorption coefficient, the experiment gives the value between 0.70 and 0.80 for the
frequency range of 1000 to 1800 Hz while the sound absorption coefficient obtained from simulation
gives 0.7 to 0.85 for the frequency range of 500 to 2500 Hz. TL gives an average of 20 dB for the
panel. The results showed that the sound absorption coefficient obtained through both the
experimental and simulation methods were comparable to those use commercially in the market
such as rock wool and synthetic absorber.

1. INTRODUCTION

Currently, commercially available sound absorption materials for acoustic treatment used in the building
construction industry consisted of glass-or mineral-fibre materials. However, they are growing concern in
health and safety related issue due to the potential health risks associated to these fibres when exposed to
human such as the effect from fibre shedding from glass-or mineral fibre materials to human lungs and eyes.
These issues provide an opportunity for alternative materials from organic fibres to be developed as
replacement materials. In India, agricultural waste such as coir fibres, rice fibre and oil palm frond fibre are
abundance and usually burnt or used as an agricultural by-products. Recently, natural fibres from agriculture
are increasingly being investigated for various usage in many structural and non-structural applications
such as a substitute for synthetic fibres in composite materials and lining for automotive components.
However, natural fibres such as coir fibre are also suitable as a substitute to synthetic fibres and wood-based
materials for acoustic absorption purposes. These fibres have many advantages because they are cheaper,
renewable and abundance, non-abrasive and does not give rise to health and safety issue during processing
and handling [3-5,12]

© 2014 Acoustical Society of India
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Researcher [6] has developed particle composite boards from agricultural waste products using combinations
of durian peel and coir fibre straw particles instead of wood as an insulation board in wooden construction
industry. Researchers [14] study the acoustic properties of rice straw-wood particle composite boards and
found that the sound absorption coefficient in the frequency range of 500 to 8000 Hz is higher than other
wood-based materials which are due to the low specific gravity of the composite boards.

To improve the acoustic properties further, perforated plate design is used in the construction of the panels.
Researcher [7] studied the effect of the perforated plate, airspace layers and porosity on the acoustic properties
of materials. He found that the porosity of the perforated plate and the density of the porous material would
significantly affected the acoustic impedance and sound absorption coefficient of the panel in which case the
frequency b and near the resonance frequency achieved high acoustic absorption. Some researcher [8] reported
that the acoustic absorption of multi-layer materials is better with perforated plate backed with airspaces.

The main parameter that is critical in the determination of the acoustic properties is the acoustic absorption
coefficient properties and transmission loss index. These parameters were determined using the tests carried
out in the reverberation chamber method at the Acoustic Lab, CSIR-NPL, New Delhi. Computer simulation
(using the dBBAT132 program) was carried out to determine the reference acoustic parameters. The acoustic
properties of the rock wool materials were also determined as a comparison. The fibres arrangements in the
plate were studied using the scanning electron microscope. Latex was used to provide the necessary cohesion
between the coir fibres so that its arrangement can be moulded into square layers for the acoustic testing
purposes. The latex was shown to have no influence on the sound absorption properties due to the small
influence on the fibres physical characteristics. Other usage of natural fibre is in applications to reduce
sound propagation in automotive interior spaces or to improve the control of outdoor noise propagation [7].

The aim of this research was to study the potential use of the multi-layer absorbers as a sound absorption
material to replace synthetic materials such as glass, mineral wool, felts or polyester fibre in commercial
applications. This study investigated the sound absorption properties of the coir fibres together with the
characteristics of the coir fibres and its fibre arrangement as the data were important to optimize the acoustic
properties of the panel. The characteristics and arrangement of the fibre were found to influence the acoustic
properties of the panel [10]. The use of natural fibres as sound absorption materials will be good for
environment as it is biodegradable and exposed no potential health risk.

2. MATERIAL AND METHODS

There are two main parts in carrying out this research. The first is to fabricate the composite panel box using
coir/polyester composites and the second is to use treated coir fiber as the absorption materials. The
combination of high quality natural fiber/polyester composite and coir fiber as the absorption material
gives the panel a good absorption characteristic. The outer layer of the sound absorption panel is fabricated
with polyester resin reinforced with coir fiber to make the composite strong and stiff. Perforated panel
design requires holes to be drilled on the panels surface in order to give more advantages in acoustic part by
decreasing the optimum absorption coefficient to the lower frequency [13].

2.1 Noise absorption coefficient

2.1.1 Experiments using reverberation room
Experiments using the reverberation room have been performed to calculate the noise reduction coefficient
(NRC). The test was performed using ISO 354 (1985) standard for noise absorption coefficient. The required
inputs are reverberation time for empty room, RT0 and reverberation time for room with sample, RTm.
Parameter needed for the experiment are volume for an empty rever-beration room and testing area for the
sample. Figure 1 shows the schematic drawing of the experimental setup and Figure 2 shows the sound
absorption perforated panel using coir fibre as the absorption material. The tests were carried out at the
Acoustic Lab in the CSIR-NPL, New Delhi.
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2.1.2 Simulation program
For the simulation works, absorption coefficients of panels were calculated by the computer [4]. This program
implements the transfer matrix method for a number of materials, including porous material and perforated
plates (slotted, with circular holes etc.). The program calculates the absorption coefficient, impedance and
sound reduction index. Calculation can be performed at single frequencies or as mean values in 1/3 octave
frequency. Simulation program has also been used to estimate the acoustic performance of materials with
and without airspaces [4].

2.2 Noise absorption coefficient
Experiments for the transmission lost have been conducted at acoustic lab, CSIR-NPL, New Delhi which
consisted of reverberation chambers method using the ISO 717-1 standard [4]. The composite panel was
placed between the two rooms and a noise source was given from the small reverberation room.

3. RESULT AND DISCUSSION

3.1 Sound absorption coefficient
Simulations works have been conducted in order to predict the sound absorption coefficient of the panel
before the experimental tests were conducted. The simulation for the noise absorption coefficient of the

Pc cord

Fig. 1. Schematic configuration absorption coefficient test in the reverberation room

Data acquisifion system
(dBBAT 132 software)

Speaker
Prc-amplificr+

microphone
Reverberation room

Sample

Amplifier

Symponic

Fig. 2. Sound absorption perforated panel using coir fibre as an absorption material
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plain coir fiber and coir fiber with perforated panel were calculated using computer program. In the simulation
works, absorption coefficients of the panels were calculated by the computer program. This program also
had been used for simulations to estimate the acoustic performance of constructions combining different
material layers by other researchers This program implements the transfer matrix method for a number of
materials, including porous materials and perforated plates (slotted, with circular holes or microperforated
etc.). Program does the job of calculating absorption coefficient, impedance and sound reduction index for
such constructions. Calculations may be performed at single frequencies or as mean values in 1/3-octave
bands, in both cases for a free field sound incidence as well as in diffuse field. Figure 3 shows the result
obtained for the noise absorption coefficient for multi-layer coir fibre with and without composite perforated
panel. The coir fiber with perforated panel shows higher coefficient index compared to the plain coir fiber
for the range of 500 Hz until 2500 Hz. For the frequency range of more than 2500 Hz, the coir fiber without
panel gives higher coefficient index. The highest coefficient index for coir fiber with perforated panel is in
the range of 0.7 to 0.85 for the frequency range of 500 Hz until 2500 Hz while for the coir fibre without panel,
it is around 0.8 for the range 2500 Hz until 5000 Hz.

3.2 Sound transmission loss

The experimental results of the transmission loss for the composite perforated panel have an average value
of 20 dB. Several other tests have also been carried out to compare the results. Figure 5 shows the result of
transmission lost versus frequency for the coir fibre in the composite perforated panel. Figure 6 shows the
comparison for several other composite perforated panels using different type of natural fibre materials. For
the first 12 data point, the composite perforated panel with coir fiber gives the comparable transmission lost
compared to other samples. Beginning from No.12 to 16, for the range of 630 Hz until 1600 Hz, the composite
gives higher value of transmission lost compared to the curve for composite with coir fiber without perforated
panel and from No. 17 until 27, it is giving the highest transmission lost compared to the other samples.

Composite with oil palm fiber sample shows the optimum value from the 6th data (160 Hz) until 8th data
(315 Hz). For the fourth sample (coir fibre without composite perforated panel), the optimum value for
transmission lost index appears from the range 16th data (1600 Hz) until 24th data (10 kHz). In the case of

Fig. 3. Comparison of simulation values for noise absorption coefficient between
coir fibre with and without composite perforated panel
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perforated facing, the structure promotes the sound absorption coefficients in the low-frequency region, but
it has the reverse effect in the high frequency region. Therefore, many considerations are required for the
purpose of sound control; on the other hand, the multi-layer coconut coir fiber contributed to increase the
sound absorption coefficients. This provides a reliable guidance for the design of multi-layer sound absorbers.

Fig. 4. Comparison of experimental values for noise absorption coefficients between
coir fibre with and without composite perforated panel
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Fig. 6. Comparison of transmission lost index for different configuration of coir fibre and oil palm fibre

4. CONCLUSION

In this study multi-layer absorber has been introduced as one of the sound absorption material. The results
form the simulation and experimental tests show that it has good acoustic properties and has a high potential
to be an alternative replacement of synthetic based commercial product. By introducing the composite
perforated panel made from fibre-reinforced polymeric materials, the innovative sound absorption panel
shows a good potential to be an environmentally friendly product. As one of the green technology product,
this innovative absorption panel has a bright future because they are cheaper, lighter and environmentally
superior compare to glass fiber and mineral based synthetic materials. The results of the acoustic properties
obtained shows that the coir fibre gave a good sound absorption coefficient and transmission loss index
value. The fibres arrangement in the coir fibre can be modified in order to control the sound absorption
properties. This will allow the coir fibre to be used in applications to reduce sound propagation in interior
spaces or to improve the control of outdoor noise propagation. Further works can be carried out to optimize
and increases the performance of the coir fibres.
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EDITOR’S SPACE

Reverberant Noise Control in Rooms

For a given noise source the behaviour of the sound it emits and the noise levels it produces within a room are
largely determined by the sound absorbing properties of the materials in the room. The problem of noise
transmitted to adjacent rooms is determined by the sound insulating properties of the walls and is not dealt
with in this note. For many rooms where the exact behaviour of the sound need not be examined as critically
as, for example, in a lecture theatre or a conference hall, sound absorbing materials are used mainly to reduce
reverberant noise levels. This paper provides some information to aid in the design of such rooms. The sound
absorption coefficient for a material is the fraction or percentage o incident sound energy that is absorbed by
the material. The absorption coefficient depends on the sound frequency and values are usually provided in
the literature at the standard frequencies of 125, 250, 500, 1000, 2000 and 4000 Hertz. The noise reduction
coefficient (NRC) is the average of the values from 250 to 2000 Hz, inclusive, rounded to the nearest 0.05.
Absorption coefficients are sometimes expressed as percentages. The sound absorption for a sample of material
or an object is measured in sabins or metric sabins. One sabin may be thought of as the absorption of unit area
(1 m2 or 1 ft2) of a surface that has an absorption coefficient of 1.0 (100 per cent). When areas are measured in
square metres, the term metric sabin is used. The absorption for a surface can be found by multiplying its area
by its absorption coefficient. Thus for a material with absorption coefficient of 0.5, 10 sq ft has a sound
absorption of 5 sabins and 100 m2 is 50 metric sabins. The total absorption in a room can be estimated by
multiplying the area of each surface by an estimated absorption coefficient for that surface and then adding
together the contributions from each surface. When a source of sound in a 'live' room is turned off, a noticeable
time elapses before the noise becomes inaudible. The less sound absorbing material there is in a room the
longer the sound takes to die away. The reverberation time is defined as the time in seconds required for
decaying sound to decrease in level by 60 decibels (dB). Since the sound absorption in the room depends on
the frequency of the sounds being considered, so also does the reverberation time.

Hard surfaces such as glass, concrete, brick, wood and plaster reflect almost the entire sound incident on
them. In contrast with this, soft porous materials such as glass or mineral wool, soft fabrics, clothing, people,
and even the air, will absorb sound. In an extremely 'live' or reverberant room where the surfaces are all good
sound reflectors, noise can build up to produce unpleasantly high sound levels and the sound field is
constant in level for all distances greater than a few metres from the source. The reverberation times in such
rooms can be from 5 to 10 seconds long or more making speech at distances of more than a few metres difficult
to understand. In a reverberant room the two quantities, absorption and reverberation time, T, in seconds, can
be related by the equations  T = 0.616 V/A  or  A = 0.161 V/T  where, V is the volume of the room in cubic metres
and A is the total absorption in it in metric sabins (square metres) in the frequency band being considered. In
an extremely absorptive environment the sound level decreases by 6 dB each time the distance from a small
source is doubled. There are no reflections, no reverberation and all sound comes directly from the source.
This is known as free field behaviour.

In typical rooms the behaviour of the sound field can be described approximately with reference to a
critical distance D (metre). Within the critical distance the sound field behaves as in the free field case just
described, as if there were no reflecting surfaces. This region is called the near field. Beyond the critical
distance, in the region called the reverberant field, the sound pressure level remains constant. The critical
distance is given approximately by  D =   A/2  where, A is the total absorption in the room in metric
sabins.

Mahavir Singh

√
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ABSTRACT

This paper provides a novel approach for extracting Heart Rate Variability(HRV) from ECG. The
instantaneous angular frequency of the heart is extracted using the phase change of the ECG signal
that is filtered through Multi -Resolution Array(MRA) filter bank of Wavelets. The instantaneous
heart's frequency thus obtained represents HRV which is a strong indicator of heart diseases or
impending abnormalities of cardiovascular system. The proposed wavelet function specific to every
ECG sample is a modified Gabor wavelet which is made self-adaptive to extract the instantaneous
frequency of the heart or HRV.The HRV thus obtained is more accurate and compact compared to
that obtained using the traditional method of R peak detection. The method proposed is robust as
wavelet transform is tuned toextract only the required frequency eliminating the rest. The technique
proposed does not require re-sampling. The Spectrogram using CWT is used to define the driver
function for the adaptive modified Gabor wavelet which does fine extraction of HRV. The method
proposed has been tested with the spectral response of HRV obtained both for normal and abnormal
samples of ECG signals from MIT data base.

Key words: MRA,HIF, HRV, CWT, Modified Gabor function

1. INTRODUCTION

The Heart Rate Variability (HRV) is used as a tool to detect the cardiac diseases and diabetic conditions. It is
also a strong indicator of the nervous system balance exhibited by the Autonomous Nervous System (ANS).
The spectral characteristics of HRV and their frequency deviations have become importantanalysing patterns
of abnormalities in cardiovascular system [1]. The short term HRV and its spectral analysis have proved
better in some of the situations replacing the long term holter recordings [2]. The accurate extraction of HRV
has become a challenging task. Traditionally HRV have been obtained by using the R peak detection and
consecutive distance measurements of R peaks in ECG.  Though ECG has R peak as the most prominent
wave element, the threshold applied to detect the peak has to be carefully chosen in calculating HRV for
heart patients with atrial fibrillation or myocardial infarction [3].The spectral analysis carried outon the
HRV data extracted by the R peak detection method by applying the Fourier Transform needs resampling
which is an additional burden [4].The parametric analysis of HRV uses mathematical modelling where the
model order selection is a critical issue[5]. Though the resampling issue of HRV spectral response is addressed
by various resampling techniques such as cubic spline [6], Lomb periodogram and interpolation[7], the R to
R distance consideration in case of occurrences of ectopic beats [8] is still a challenge. The accuracy of HRV
obtained using the traditional technique without resampling will lead to totally wrong diagnosis if employed.
Hence the necessity for having an alternative technique for HRV extraction has been addressed in this paper
by providing a novel approach of phase modulation principle.

© 2014 Acoustical Society of India
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The paper has been organized in following sections. Section 2 provides the mathematical background
for the filterbank generated using wavelet transform, to extract the fundamental frequency of the heart as
HRV. It also gives the method of extracting the instantaneous angular frequency of a signal using the phase
modulation approach. The data base, the data characteristics and the traditional method of obtaining the
HRV are discussed in Section 3.Section 4 provides the HRV extraction from ECG. Section 5 gives the results
obtained by applying the proposed method and comparison of the proposed method with the traditional
ones. The discussions based on the results and conclusions arrived at are given in section6and section 7
respectively.

2. WAVELET BASED HRV EXTRACTION

Traditionally HRV being a discrete signal is defined from ECG as HRV= [t1/60, t2/60 ... tn/60]T where t1,
t2…tn are the distances between the R to R peaks of consecutive ECG beats. As R to R distances are not same
due to the changes in the intrinsic firing system of the heartbeat, the HRV is not stationary. It possesses
modulations in case of the exercising effects, sleep Apnea or heart diseases. By taking the spectral
characteristics of short time HRV for analysis, it is found that it can be strong indicator of heart diseases [9].
The spectral response of HRV obtained through this ideal method needs re-sampling [10]. Instead heart may
be thought of as a stable system generating heart beats at every 'T' seconds witha corresponding fundamental
frequency ω0. This implies that there has to be a spectral peak at ω0, 2ω0, 3ω0 etc. But the ECG consists of
harmonic components and it is necessary to extract ω0 from the signal. One way to extract ω0 is

 by spectral analysis of HRVin which case a short duration of ECG signalx(t)is sufficient for this purpose
unlike long time holter recordings as used by traditional methods.

The heart beats at a rate which varies with respect to time. Hence heart can be modelled to be frequency
modulated system. The modulation in heart's fundamental frequency may be due to exercise, respiratory
pattern getting reflected in HRV or due to some of the heart diseases. In all these cases, the time period
between the consecutive heart beats is different. The frequency modulation of any signal can be known by
extracting its instantaneous frequency (IF) [11]. Further as referred in literatures [12] and [13] the instantaneous
frequency measurement is possible by knowing its phase modulations.That is, for a signal x(t) , IF is function
of time .If the signal is real as is the case with most of the physiological signals, for a given real signal s(t)  ,
a unique representation of its corresponding imaginary signal may be obtained from its Hilbert Transform
(Imaginary part of the real signal). The analytic signal x(t) is then given by

x(t) = s(t) + Hilbert (s(t)) (1)

The corresponding phase of the analytic signal is given by

φ(t) (2)

1 Hilbert[s(t)]
tan

s(t)
−=

and the IF is formally defined as [14 ]

fi(t) = 
1

2
d (t)

dt
φ

π (3)

Here  fi(t) is the IF of the signal and φ(t) represents the phase of the analytic signal. The definition of IF
may be extended to the discrete time signal z(n), based on central difference of the phase and is given as:

[ ]( ) 2
1 1

4
s

i Mod

f
f (n) arg(z(n )) arg(z(n ))= + − −

ππ (4)

Here 
4

sf
π  is the sampling frequency, the notation Mod2π represents 2π periodicity of the signals.  The

1 Im[z(n)]
arg[z(n)] tan

Re[z(n)]
−= represents phase of  Z(n).
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Where ψ0(η) is the mother Wavelet, 'm' is the degree of Gaussian Wavelet and can vary from 2 onwards.
Further extending the same CWT concept to a discrete sequence 'xn',sas most of the  biomedical signals are
stored in digital form for processing, it is defined as the convolution of 'xn'with a scaled and translated
version of ψ0(η):

'
'

'1
*

0

( )
( )

N

n n
n

n n t
W s x

s

−

=

⎡ ⎤− ∆= ∑ ψ ⎢ ⎥
⎣ ⎦ (9)

Here the (*) indicates the complex conjugate. By varying the wavelet scale 's' and translating along the
localized time index 'n', one can construct an image showing variation of the amplitude of any feature
versus the scale and also variation of this amplitude versus time. To approximate the CWT, the convolution
(shown in equ.10) using DFT)is carried outN times for each scale, where N alsois the number of points in the
time series.. The DFT of 'xn'is

1N

k nn o
X x

−

−
=∑ (10)

Here,k = 0 … N-1 is the frequency index. In the continuous limit, the Fourier transform of a function
ψ(t/h) is given by ψ(sω). By the convolution theorem, the wavelet transform is the inverse Fourier transform
of the product:

( )11
( ) *

N in twk
n k kk o

W s X s e
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= ψ ω∑

� (11)
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{ {π πω = ≤ ω = − >
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2 2
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k N k N
k and k

N t N t (12)

Using (11) and a standard Fourier transform routine, one can calculate the continuous wavelet
transform (for a given s) at all 'n'simultaneously and efficiently. To ensure that the wavelet transform (11) at
each scale 's'are directly comparable to each other and to the transform of other time series, the wavelet
function at each scale 's'is normalized to have unit energy as:

π⎡ ⎤ψ ω = ψ ω⎢ ⎥⎣ ⎦�

1
22

( ) ( )k k

k
s s

N t
(13)

The wavelet transform is weighted only by the amplitude of the Fourier coefficients and not by the
wavelet function. If one is using the convolution formula (11), the normalization is:

− −⎡ ⎤⎡ ⎤ ⎡ ⎤ψ = ψ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

� �
2

0

' ( ' )n n t n n t
s s s (14)

Since the Wavelet function is in general complex, the Wavelet Transform spectrum WN(s) is also complex.
The transform can then be divided into the real part, R(WN (s)) and imaginary part, I(WN(s)), or amplitude,

|WN (s)|2 ,and phase,tan 1 ( ( ))
.

( ( ))
N

N

I W s
R W s

− ⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

 Finally, one can define the Wavelet power spectrum as,

−

=
= ψ ω ω π∑ �
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n k k kk
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(15)

For real-valued wavelet functions such as the Discrete Gaussian Wavelet (DGW) the imaginary part is
zero and the phase is undefined. To make it easier to compare different wavelet power spectra, it is desirable
to find a common normalization for the wavelet spectrum. From the wavelet spectrum, the frequency values
corresponding to the maximum magnitude at each time points are obtained in a given frequency range and
this function is termed as driver functionδ(t). '
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( )( )
( )( arg max ( ) t a

n t at W s δ − +
δ − −δ = (16)

The value of α is decided upon the frequency search range that is selected as 0.3 Hz to 0.5 Hz. At every
time instant t, the previous driver function value δ(t-) is considered along with the search range of frequency,
δ(t-)-αtoδ(t-)+α, to decide the driver function value δ(t). Thus the driver function is derived recursively and
is anonlinear function of Wn (s). With the modulations in ECG due to various reasons, the scalogram maximum
may shift with respect to time. At one time instant the maximum may correspond to maximum frequency at
some other time instances it may not. However since the eq. (16) is recursive there will not be any drastic
shift in the in the frequency captured as the HRV does not change drastically.Finally the instantaneous
frequency is computed using the set of band-pass filters,centeredat the frequency provided by the driver
function at different time instants. It has been carried out using wavelet filterbank, where central frequencies
of band pass filters during selected time intervals have been derived by the driver functions to provide the
necessary time frequency resolutions.The modified Gabor wavelet applied for this purpose is given by:

ψ(t)= ( )
2

0

1 ( )
exp cos 2 ( )

2 2
d t

t t d
dt

Ω⎡ ⎤⎛ ⎞⎧ ⎫δ⎪ ⎪⎢ ⎥⎜ ⎟−π π δ τ τ⎨ ⎬
⎜ ⎟π ⎢ ⎥⎪ ⎪⎩ ⎭⎝ ⎠⎣ ⎦

∫ (17)

1
( ) ( )

2
t t

Ω
δ = δ

Ω∑ (18)

The signal filtered in the interval is given by

( ) ( ) ( )s t x t dΩ Ω= τ ψ − τ τ∫ (19)

The HIF or HRV is then calculated using eq.(2) for each band pass filter output in the filter bank.

4. PHYSIOLOGICAL CORRELATES OF HRV

Fig. 2. Proposed algorithm flow.

Fig. 2 indicates the flow chart for the implementation of the proposed algorithm to extract HRV from
raw ECG.
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Though the cardiac automaticity is intrinsic to pacemaker tissues, the HR and Rhythm are largely under the
control of autonomic nervous system. The sympathetic influence on HR mediated by release of epinephrine
and the autonomic neural regulation of both the heart and circulatory system determines the normal HRV.
The instantaneous HR is strongly dependent on a variety of neural, hormonal, and myocardial factors. In
cardiac patients the HRV pattern is affected substantially whenever the SA node fails to operate at intrinsic
rate. The HRV may be reflected by Day-Night periodicity, as respiratory arrhythmia or ten seconds rhythm
and slower fluctuations. Respiratory sinus arrhythmia is characterized by Tachycardia during Inspiration
and Bradycardia during expiration causing heart rate variability. Stimulation frequencies elicit corresponding
HR oscillations. Cardiac sympathetic and parasympathetic neuronal activity contains frequency components
at the heart rate and the respiratory rate. The resonance frequency of the Baro-receptor heart rate reflex and
resonance frequency of the slower blood pressure regulating system occur in the same frequency range as
HR. The SA node responds to all these frequencies with corresponding fluctuations in the heart rate [10-12].
Perturbations of sympathetic nervous system interventions that increase the sympathetic nerve activity
increase the Low Frequency (LF) power of HR: Coronary artery  occlusion, Exercise, Upright tilt, Mental
arithmetic stress, are the major interventions that would affect the LF power of HR. High frequency(HF)
components of HRV are affected only by parasympathetic activities. LF/HF ratio greater reflects sympathetic
dominance, smaller values reflect the parasympathetic dominance. Spectral power of LF/HF ratio of HR
indicates the cardiac autonomic balance. Therefore, HRV analysis has numerous clinical applications,
specifically in the fields of physiology, biochemistry, and pharmacology.

Fig. 3 shows the spectral regions of a healthy heart. As seen from the figure the LF region is below 0.15

Fig. 3. Typical spectral regions of HRV indicating a healthy condition of the heart.

Hz. The Major frequency content is seen in HF region. These frequency regions get shifted in case of different
abnormal HRVs.

5. RESULTS

The simulation of the traditional and the proposed method of HRV extraction are carried out using the ECG
data samples available in the MIT/BIH data base. The traditional method is tested with the data file samples
105, 117 from MIT/BIH library. The 105 data sample has maximum number of the normal beats, while the
sample 117 is the samples with abnormal beats. The wavelet filtering method is tested with different data
samples of MIT/BIH data base having the beats representing VT, VF and CHF. The verification of the proposed
method is done with the R-R time series data sets availablein Physiobank toolkit. The ECG signal is filtered

Fig. 4. ECG signal after pre-processing with different filters.
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through a band pass filter with lower and upper cut off frequencies of 0.5 Hz and 49.5 Hz in case of normal
ECG signal and with a cutoff frequencies of 0.5 Hz and 200 Hz in case of abnormal ECG.

Fig. 4 shows ECG signal (file 105 from MIT data base) that has been pre-processed with various filters to
remove the power line interference, base line wander and random noise. The duration of the data is 17.5
seconds with the sampling rate of 360 Hz. Fig.5 shows the HRV derived from re-sampling (traditional)
method for time duration of 60 seconds. The Computation of HRV is based on the eq. (1) and Resampling
rate of 4Hz is used using linear interpolation.

To illustrate the necessity of resampling in the traditional method, a data sample 122 from MIT data

Fig. 5. HRV obtained from the traditional method with the frequency regions of the HRV spectrum.

base was considered. As seen in Fig. 5, the R to R distances are different and can be represented by the
counts as shown in the histogram for a time interval. Fig. 5 indicates the HRV and its spectrum without
resampling. The spectrum is spread fully on 0 to 1 normalised frequency axis, which can lead to wrong
diagnosis. The significance of resampling and true HRV spectrum are shown in Fig. 6.

The modified Gabor wavelet (eq. 17) is the mother wavelet which is obtained by passing the driver δ(t)

Fig. 6. Tachogram and the distribution of R-R intervals on a histogram for a data sample
122 and the HRV spectrum before resampling

Fig. 7. HRV and its spectrum after resampling (ECG 122)
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to the equation. The Fig. 7 shows its scalogram for the data sample 105 shown in Fig. 4.

 The driver function for one segment of data is calculated using the frequency variation of Fig. 9. The

Fig. 8. The HRV and its spectra obtained for the ECG data (a) 105 and
          (b)112 from traditional method for the ECG data for longer

(a) (b)

Fig. 9. Scalogram using Mexican Hat (CWT) to identify the frequencies over time in ECG (105)

frequency contents of the ECG sample range from 1 to 45 Hz as shown in the figure. The driver function is
calculated by averaging the frequencies computed based on eq. (16).

Fig. 11 shows the time domain wavelet band-pass filter formed by passing driver function constructed

Fig. 10. The variation of ECG frequency over time for a segment of ECG (105 data sample)

Fig. 11. 11 Sample of a wavelet band pass filter output, indicating an adapted wavelet

from ECG segment to Gabor wavelet equation. The shape of the wavelet every time is adapted to the variable
IF.
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The frequency domain characteristics of this band-pass filter is as shown in Fig.12. It can be seen from
Fig 12, and Fig.13 that for the same signal the band-pass filter width can be changed as the central frequency
of the band-pass filter is shifted.

Fig. 12. The spectrum of Band-pass filter for the wavelet function derived for ECG 105

Fig. 13. Self adaptation of the wavelet band-pass filter for different segements of the signal (ECG 105)

Fig.13 and Fig 14 show the wavelet band pass filter responses for CEG signal considered as an example
to illustrate the proposed, multi-resolution filter bank concept As seen in the figures there is shift in the
central frequency of each of the band pass filter with respect to time. Fig.15 shows the HRV extracted from
the one such band pass filter, filtering a short duration signal. Fig. 16 and Fig.17 show the HRV and its
spectrum obtained for the long duration ECG 105. It is seen from these figures that the spectrum obtained
for the HRV in the proposed is more accurate and clear compared to the same shown in Fig.5 obtained from
the traditional method.

Fig. 14. Response of band -pass filter at different time durations for the
 same signal ECG (105) on a normalised scale

Fig. 15. HRV obtained by the proposed wavelet method

Fig. 16. The HRV extracted from the proposed wavelet method from the ECG sample 105.
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Fig. 18 shows an ECG data (117) after noise cancellation. Fig. 19 shows the wavelet band-pass filterapplied
for a segment of ECG form the data sample 117. The band pass filter has different central frequency as
compared to that in Fig. 12 , since the driver function tuning the band pass filter is derived to be different for
this sample of ECG.

Fig. 17. The PSD of HRV obtained for the sample in Fig. 13 with different frequencies.

Fig. 18. The ECG sample 117 after noise cancellation

Fig. 19. The wavelet band pass filter derived for the abnormal segment of ECG (117).

The HRV derived from the proposed method by passing the ECG through this band pass filter is shown
in Fig. 19. The subsequent scalogram and the HRV are seen in Fig. 20 and Fig. 21 respectively. The Fig. 20
shows PSD for the HRV of the abnormal ECG (117). As seen from the PSD plot the regions of LF is shifted as
compared to the normal plot in Fig. 14. The HF is within 0.3 Hz indicating there is a reduced frequency
spread for the HRV. It is possible to have inferences about the cardiac conditions and status of ANS based on
the frequency leakages and spreads within the frequency regions of HRV.

Fig. 20. HRV obtained for the data sample ECG (117)



Wavelet Based HRV Extraction

Journal of Acoustical Society of India 193

Fig. 21. Scalogram of the ECG sample (117) using Mexican Hat CWT.

Fig. 22. HRV obtained by the proposed method for ECG(117).

Fig. 23. PSD for the HRV data shown in Fig 22.

6. DISCUSSIONS

The major frequency regions pf HRV power spectrum are categorized into three major parts. Very low-
frequency region(VLF),Low frequency region(LF) and High frequency region (HF). The range of VLF is less
than 0.04 Hz while the LF ranges from 0.04 Hz to .15 Hz and subsequently HF ranges from .15 Hz to .40 Hz.
If traditional method of R peak detection is employed, it essentially requires longer number of data samples
and is also expensive in terms of memory requirement and sampling frequency. The method proposed here
is highly compact as it directly gives HRV. The same techniques of spectral content identifications for different
spectral regions of PSD can be extended to the proposed method. Since the angular fundamental frequency
measure is a direct computation of HRV in HZ, which otherwise in traditional method is obtained as inverse
of time difference between consecutive R peaks, makes the method easier and direct.

The sampling rate of ECG differs in case of disused hearts and during exercises. Hence the re-sampling
rate selection in traditional method is a critical issue. In case of proposed method, the sampling frequency
can be changed by examining the input samples at the beginning. There are two stages of IF extraction.
During the first stage without being particular about the time-frequency resolution, CWT scalogram is
obtained for the ECG signal. In second stage modification of the Wavelet equation using the driver function
derived from the first stage is carried out. As seen, the band pass filters with their central frequencies show
the accuracy and smoothness obtained while adapting to the fundamental frequency. The main advantage
of this method is the automatic averaging provided in the second stage which generates the adaptive daughter
wavelets,when every segment of signal is considered.

The proposed method has been tested with different ECG data available in MIT data base. The data
samples 100, 104, 106 though have more normal beats, have modulations due to the intrinsic behaviour of
Sino Atrial (SA) node. The data samples 122, 132 and 143 etc. represent heart diseases withthe absence of P
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wave, elevated ST segment, increased T wave etc. But as far as the R peaks are concerned, still they havefewer
modulations. Hence the spectral analysiscan only provide the cardiac conditions as explained in this
method.Further the method is more robust as it was tried on samples of ECG both with and without noise
cancellation where the spectral behaviour was unchanged. The method is for direct extraction of the
fundamental frequency named to be HRVcan easily be extended for other physiological signals and their
frequency modulations and could provide more features of physiological interest.

7. CONCLUSION

The heart rate variability of a person, without any stress or anxiety has frequency, with fewer modulations.
In situations of heart diseases or stress the normal HRV exhibiting stable oscillations is not possible. Then
the HRV becomes non-stationary whose frequency variation can only be analyzed by time frequency analysis
techniques. As an enhancement to the existing approach of obtaining HRV from ECG, HIF extraction method
using phase modulation is proposed and tested. The adaptive modified Gabor wavelet filter makes the HIF
estimation more robust. The proposed method is tested with existing state of art technique and is verified for
both normal and different abnormal ECG signals for HRV extraction.Though the derivations are given with
respect toGabor wavelet the same formula may be used with any wavelet including Haar wavelet to get the
same result.
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ABSTRACT

The concentration of atmospheric pollutants such as SO2, NO2, SPM (Suspended Particulate
Matter), RSPM (Respirable Suspended Particulate Matter) is affected by atmospheric flows
and by dispersion within the atmospheric boundary layer. The height of the atmospheric
boundary layer, i.e., mixing height is an important parameter that describes the structure of
the lower atmosphere. Mixing height defines the volume available for the dispersion of
pollutants by convection or mechanical turbulence. The influence of the atmospheric boundary
layer (ABL) on the ground concentrations of the main air pollutants and meteorological
parameters such as Temperature, Wind speed and Relative humidity have been analyzed over
Delhi during Spring and Summer seasons. This study presents results of monthly and Spring -
Summer seasonal variations of NO2, SO2, SPM and RSPM concentrations as well as the influence
of meteorological parameters on observed mixing height generated from SODAR (Sound
Detection and Ranging). Good correlation has been observed for mixing height with
Temperature (R = 0.582) and wind speed (R = 0.437). Temperature and wind speedare
influencing positively to the mixing heights during the Spring and Summer seasons. The
convective boundary layer height growths and falls during the day time depending on the
increase and decrease of surface temperature due to solar heating of the ground. The variation
in surface temperature controls the existence of atmospheric convection; therefore it strongly
affects the mixing height. The negative correlation (R=0. 598) has been found between mixing
height and relative humidity (RH), indicates that as the humidity increases mixing height
decreases. In addition, temporal variation of mixing layer height with the meteorological
parameters between daytime and nighttime have also been studied. On the other hand, low
correlations have been observed between all air pollutant concentrations and mixing height in
Spring and Summer seasons R= 0.21 (SO2), R= 0.145 (NO2), R= 0.085 (SPM) and R= 0.277
(RSPM). Furthermore, positive correlations have been observed for NO2, SPM and RSPM
concentrations whereas negative correlation has been found in SO2 concentrations.
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1. INTRODUCTION

The height of the atmospheric boundary layer (ABL) or mixing height (MH)  is animportant parameter
describing the structureof the lower atmosphere, and its understanding is of specific importance for several
applications for example environmental monitoring, the prediction of air pollution, weather forecasting or
as a scaling parameter for the description of vertical profiles.[1] The mixing height (MH) is a key parameterin
air pollution models determining the volume available forpollutants to dispersion [2]  and the structure of
turbulence in the boundary layer[3]. It plays an important role in dispersion of pollutants and is one of the
factors that determine the pollution potential. The major air pollutant, which could cause potential harm to
human health has been included are SO2, NO2 and particulate matter (SPM and RSPM) etc. The aim described
in this paper, is to compareand correlate the concentration of air pollutants and meteorological parameters
(wind speed, wind direction temperature etc.) with mixing height.

2. DATA

The observation site was Delhi (28.38°N, 77.12°E, 300 m a.s.l.), the capital city of India, which is not only one
of the most densely populated areas but also one of the most highly polluted mega-cities in the world. The
mixing height has been measured using the monostatic SODAR. In SODAR highly directional short bursts
of sound energy are radiated into the atmosphere, which, after scattering from atmospheric fluctuations of
eddy sizes within the inertial subrange (0.1-10 m), are received back by the receiving antenna. The signals
are processed to produce an online facsimile display of the dynamics of atmospheric boundary layer (ABL)
thermal structures. The echogram structural details are used to derive the mixing height of the ABL. The
SODAR was operated at a frequency of 2.25 kHz with a100-ms pulse duration, a cycle time of 6s and electrical
power of 100 W. The antenna was a parabolic dish 1.22 m in diameter and the beam width was 15°. The
mixing height was obtained using the empirical relationship given by Singal et al. [4].

3. RESULTS AND DISCUSSION

The hourly variation of mixing layer during daytime and night time have been studied. Figure 1 shows the
temporal variation of mixing height in spring and summer months. As shown in Fig. 1, the mixing layer
height increased from 8:00, and reached the maximum at 14:00 then; it decreased from 14:00 till 19:00, and
tended to be invariable from 20:00. The convective boundary layer height growths and falls during the day
time depending on the increase and decrease of surface temperature due to solar heating of the ground. The
variation in surface temperature controls the existence of atmospheric convection; therefore it strongly affects
the mixing height. The hourly values of the mixing layer height indicated a similar trend in both the seasons.

The wind speed and temperature played an important role in the alteration of mixing layer height.
Figures 2(a) and 2(b) show the correlation between the wind speed and temperature with mixing height.
Good correlation have been observed for mixing height with Temperature (R = 0.582) and wind speed (R =
0.437).

Fig. 1. Variations of hourly MH  in Spring and Summer seasons at Delhi during 2009.
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Temperature and wind speed are influencing positively to the mixing heights during the Spring and
Summer seasons. Furthermore, the mixing layer height also had relatively high correlation coefficients with
relative humidity. Figure 2(c) shows the scatter plot between relative humidity and mixing height. The
strong negative correlation (R=0.598) has been found between mixing height and relative humidity (RH),
indicates that as the humidity increases mixing height decreases.

Fig. 2(a) Scatter plot between Wind speed Fig. 2(b) Scatter plot between Temperature
and mixing height. and mixing height.

Fig. 2(c). Scatter plot between Relative humidity and mixing height.

On the other hand, correlations between the air pollutants with mixing height have also been studied.Low
correlations have been observed between all air pollutants concentrations and mixing height in Spring and
Summer seasons R= 0.21 (SO2), R= 0.145 (NO2), R= 0.085 (SPM) and R= 0.277 (RSPM). Furthermore, positive
correlations have been observed for NO2, SPM and RSPM concentrations whereas negative correlation has
been found for SO2 concentrations. M concentration and mixing height.

Fig. 3 (a&b)  Scatter plot between SO2 concentration  and mixing height.
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Fig. 3 (c&d). Scatter plot between SPM concentration and mixing height.

4. CONCLUSION

This study presents results of monthly and Spring - Summer seasonal variations of NO2, SO2, SPM and
RSPM concentrations as well as the influence of meteorological parameters on observed mixing height
generated from SODAR (Sound Detection and Ranging).

• Good correlations have been observed for mixing height with Temperature and wind speed.

• Temperature and wind speed are influencing positively to the mixing heights during the Spring
and Summer seasons.

• The negative correlation has been found between mixing height and relative humidity.

• Positive correlations have been observed for NO2, SPM and RSPM concentrations whereas negative
correlation has been found for SO2 concentrations.
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ABSTRACT

Binaural masking level difference (BMLD) refers to the improved signal detection in presence of
noise when either signal or noise go out of phase in one ear with respect to the other. BMLD is
considered to be result of the binaural interaction occurring at the level of brainstem. Jenkins and
Masterton (1982) suggested MSO neurons to be the probable site of BMLD generation in human.
Animal studies in single cell chinchilla and guinea pig have shown lower brainstem to be the site of
generation of BMLD (Palmer, Jiang, and McAlpine, 1999). However, these results cannot be
implicated to humans directly. Few electrophysiologic studies had aimed to locate site of origin of
BMLD in adults. But this issue always remained a matter of discrepancy across researcher.
Kevanishivili and Lagidze (1987) used auditory brainstem responses (ABR), middle latency
responses (MLR) and slow cortical potentials (SCPs) to estimate site of BMLD origin, they concluded
it to be generating from auditory cortical areas. Wong and Stapels (2004) suggested the same using
auditory steady state potential (ASSR) as investigating tools. Wilson and Krishnan (2005) recorded
BMLD from the auditory brainstem using brainstem evoked potentials (FFRs) but their findings
could not be validated as they did not measure and correlated behavioral BMLDs to FFR BMLDs.
Need for study: This study was undertaken to investigate FFR BMLD at the brainstem level and
correlate the results with that of behavioral BMLD measure to validate the finding of FFR. Results
of this study will provide a critical insight on the site of origin of BMLD.Aim and Objective: To
systematically measure Binaural masking level difference behaviourally and electrophysiologically
using Frequency Following Response in all participants. Methods: Participants: 20 adults (10 males
and 10 females) within the age range of 23-30 years participated in this study. All subjects had
normal hearing (<20 dB HL) thresholds at octave frequencies from 250 to 8000Hz.Procedures and
instrumentation: FFRs were recorded using 500Hztone burst stimulus at 70 dB HL in the So and S
π conditions. A 40 msec duration white noise was generated using Adobe Audition. Both the stimulus
and noise were routed independently to each ear through two independent programmable
attenuators. The six different experimental conditions in which FFR were recorded were So, S π ,
SoNo, SoN and S π No.All neural responses were transformed from the time domain to frequency
domain using fast fourier's transformation (FFT) for different conditions. BMLD amplitude for
FFR is obtained from differences between SoNo and SoNπ and SoNo and Sπ
Noconditions.Behavioural BMLD threshold were measured using OB 922 diagnostic audiometerfor
the same conditions as for FFR BMLD. Result and Discussion: FFRs were present in all the
individuals for all the BMLD conditions in both frequency and time domain.  There was no significant
difference between the So and Sπ  conditions. Significant differences were obtained between SoNo
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and SoNπ and SoNo and Sπ Noconditions. Further, no correlation was evident for behavioural
BMLD thresholds and FFR BMLD amplitudes. Conclusion: The results of this study revealed that
lower auditory brainstem do preserve phase locked neural activity relevant to BMLDs.But no
correlation of FFR BMLDs with behavioral FFR uncertainthe role of auditory brainstem in the
generation of BMLDs.

1. INTRODUCTION

Binaural masking level difference (BMLD) refers to the improved signal detection in presence of noise when
either signal or noise go out of phase in one ear with respect to the other. Masked threshold are determined
for many condition by manipulating the phase, intensity, duration, bandwidth, modulation, etc. of both or
either signal or noise. Behaviourally, BMLD is calculated as the improvement in the threshold of signal
detection in noise in diotic condition (SoNo) compared to dichotic conditions (SoNπ and (SπNo).BMLD
depends on different signal and noise conditions (homophasic and antiphasic) and also on the frequency of
the signal.  Larger BMLD (typically 10-15 dB) are obtained with low signal frequencies and becomes smaller
with increasing frequencies reaching a minimum of 3 dB with signals at approximately 1500 Hz (Henning,
1974a).

BMLD is considered to be result of the binaural interaction occurring at the level of brainstem. The
reason for the differences in the detectability of the various BMLD conditions is mostly because of the capacity
of our auditory system to use binaural cues in order to detect signals in noise, especially the interaural time
difference cues (ITD; Moore, 1995; Yost, 2006). Jenkins and Masterton (1982) suggested MSO neurons to be
the probable site of BMLD generation in human as many single neurons in this nucleus respond to low
frequency stimulation and receive bilateral excitatory inputs. Also unit responses show many ITD sensitive
neurons in MSO.

Animal studies in single cell chinchilla and guinea pig have shown lower brainstem to be the site of
generation of BMLD (Palmer, Jiang, and McAlpine, 1999). However, these results cannot be implicated to
humans directly. Few electrophysiologic studies had aimed to locate site of origin of BMLD in adults. But
this issue always remained a matter of discrepancy across researcher. Kevanishivili and Lagidze (1987) used
auditory brainstem responses (ABR), middle latency responses (MLR) and slow cortical potentials (SCPs) to
estimate site of BMLD origin, they concluded it to be generating from auditory cortical areas. Wong and
Stapells (2004) suggested that processing of BMLD in the brain occurs in the pathway other that auditory
brainstem, probably in the auditory cortex using 80-Hz ASSR. . Only one study, Wilson and Krishnan (2005)
reported BMLD from the auditory brainstemusing frequency following response (FFRs).

2. NEED FOR STUDY

This study was undertaken to investigate the existence of BMLD at the level of auditory brainstem using
FFR andto correlate the results with that of behavioral BMLD measure to validate the finding of FFR. Results
of this study will provide a critical insight on the site of origin of BMLD in human auditory system.

3. AIM

To systematically measure binaural masking level difference electrophysiologically using frequency following
response and behaviourally in all participants.

4. OBJECTIVE

(1) To determine if behavioural condition of BMLD (SoNo, SoN and S No)will generate FFR.

(2) To investigate if behavioural and FFR BMLDs correlates.
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5. METHODS

5.1. Participants

20 adults (10 males and 10 females) within the age range of 23-30 years participated in this study. All subjects
had normal hearing (<20 dB HL) thresholds at octave frequencies from 250 to 8000Hz. They had normal
middle ear function as assessed by tympanometry and acoustic reflex threshold. There was no history of
associated otological or neurological disorders.

5.2. Procedures and instrumentation

FFRs were recorded using 500Hz tone burst stimulus at 70 dB HL in the So and Sπ conditions. A 40 msec
duration white noise was generated using Adobe Audition. Both the stimulus and noise were routed
independently to each ear through two independent programmable attenuators. The six different experimental
conditions in which FFR were recorded were So, Sπ, SoNo, SoNπ and SπNo. All neural responses were
transformed from the time domain to frequency domain using fast fourier's transformation (FFT) for different
conditions. Behavioural BMLD threshold were measured using OB 922 diagnostic audiometer for the same
conditions as for FFR BMLD.

5.3. Result and Discussion

FFR for So, Sπ,  SoNo, SoNπ and Sπ No conditions was obtained from 20 adults listeners. BMLD for FFR in
SoNπ and Sπ No condition was calculated by subtracting the FFR amplitude for SoNo condition from SoNπ
and Sπ No conditions, respectively. Behaviorally BMLD for SoNπ and Sπ No conditionwas calculated by
subtracting the masked threshold of SoNo condition from SoNπ and Sπ No conditions, respectively.

Paired T-Test was used to investigate the effect of various condition of signal and noise (So, Sπ,  SoNo,
SoNπ and Sπ No)on BMLD. Also we ran paired T-Test to see the differences in FFR BMLD and behavioural
BMLD obtained for both SoNπ andSπ Nocondition.

Results showed that there was no significant difference between FFR amplitudes obtained from So and
Sπ conditions (p = .227). Significant differences were obtained between SoNo and SoNπ (p = .000) &SoNo
and S Noconditions   p = .000). Means of FFR amplitudes for So, Sπ,  SoNo, SoNπ and Sπ No conditions are
shown in figure 1.

These findings are consistent with the finding of Wilson and Krishnan (2005). These results confirm that
FFR can be elicited from different conditions that are used to measure BMLD behaviourally.  Significant

Fig. 1. Mean and standarddeviartion of FFR at various condition of
 signal and noise So, S., SoNo, SoN. and S.No.
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differences between SoNo and SoNπ and SoNo and Sπ Noshowed that it is possible to measure BMLD
electrophysiologically using FFR.

No significant differences were found between BMLD obtained forSoNπ and Sπ Noconditions both
behaviourally (p = .109) and electrophysiologically using FFR (p = .294; Figure 2). Wilson and Krishnan
(2005) found significant greater FFR BMLD forSoNπ compared toSπ Nocondition. Also behavioural BMLD
reported by Durlach and Colburn (1978) showed significantly greater BMLD for Sπ Noin contrast to SoNπ
condition. This finding of this contradictory to the above mentioned FFR and behavioural studies. These can
be because of the high intra subject variability in the measure of FFR and behavioural BMLD of the listeners
participated in the study. However their respective means showed some difference.

Fig. 2. Mean and standard deviation of the BMLD obtained for SoN. and
S.No condition using FFR (left) and behaviourally (right)

Fig. 3. Relation between FFR BMLD and behavioural BMLD.
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A pearson correlation coefficient was obtained to determine the relation between FFR and behaviour
BMLD for both SoNπ and Sπ Noconditions (Figure 3). No significant relation was found between FFR and
behaviour BMLD. Wilson and Krishnan (2005) found a significant correlation between FFR and behavioural
BMLD.These resultsuncertain the place of origin of BMLD in the human auditory system. Also it would
highlights that different auditory nuclei may be responsible for FFR and behavioural BMLD.

6. CONCLUSION

The results of this study revealed that lower auditory brainstem do preserve phase locked neural activity
relevant to BMLDs. It was revealed that BMLD can be electrophysiologically elicited using FFR. But no
correlation of FFR BMLDs with behavioral FFR uncertain the role of auditory brainstem in the generation of
BMLD. Further investigation on a large group and of different age groups is required to establish these
finding.
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ABSTRACT

In this study different kind of acoustic streaming flows within a standing wave thermoacoustic
machine were identified. Experimental study was performed using Particle Image Velo-cimetry
(PIV). A rectangular Plexiglas resonator was used as an idealised standing wave thermoacoustic
machine. Rayleigh acoustic streaming was studied in an empty resonator. Acoustic streaming
generated due to interaction of standing wave with thermoacoustic core was also studied. Simplified
components were used to model the stack and heat exchangers. Two different stack configurations
were studied. The acoustic streaming near the stack edges and in between the stack plates was
studied. Acoustic streaming around a cylinder was also studied at different excitation frequencies
and acoustic amplitudes. It was found that complex streaming environments appears due to presence
of thermoacoustic core elements.

1. INTRODUCTION

Large amplitude acoustic standing waves give rise to steady, circulatory flow structures, which are called
acoustic streaming.The phenomenon of streaming was first reported by Faraday3 while observing sand
patterns on vibrating elastic plates. Acoustic streaming is produced by time averaged Reynolds stresses,
defined as the mean value of the acoustic momentum flux. The dissipation of the acoustic energy flux allows
gradients in the momentum flux which in turn forces acoustic streaming5. Lord Rayleigh was the first to
propose a mathematical model for boundary layer driven acoustic streaming in a wide channel. He assumed
the boundary layer thickness to be negligible in comparison to the channel width, and the wavelength to be
large compared to the tube radius11.

The interaction of large amplitude oscillating acoustic flows with the stack and heat exchangers creates
complex flow patterns such as streaming, vortex shedding and transition to turbulence. Streaming and edge
effects are expected to influence strongly the overall efficiency of thermoacoustic systems2, 6.  Streaming
flows10 contribute significantly to heat transfer. An experimental study8 of the effects of acoustic streaming
on heat transfer reported that heat transfer occurs principally from the leading and trailing edges of the
suspended object, where the thermal boundary layer is thin and the local streaming velocity is large. The
radial heat transfer in a resonance tube with undisturbed flow is ineffective compared to the effects arising
from edges. He found that acoustic streaming occurring at edges of the suspended rigid body enhances the
heat transfer much more than the Rayleigh streaming. He also suggested that this streaming is localised near
the body edges. Moreau et al. 7 employed LDA to study the effect of stack on Rayleigh streaming and found

© 2014 Acoustical Society of India
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that the magnitude of the streaming velocities in the vicinity of the stack ends is very high when compared
with Rayleigh streaming. The streaming flow near edges of single flat spoiler was studied by Aben et al. 1.
They employed PIV for studying the streaming flow.

2. METHODOLOGY

The experimental setup was explained in detail in a previous study12.  Initially, the resonator was excited at
an acoustic frequency of 1658 Hz which corresponds to a wavelength of 0.2 m. The camera field of view was
0.1 m × 0.8 m. This selection of acoustic wavelength and camera field of view allowed for capturing more
than a complete streaming cell in the field of view.  The first stack configuration used is shown in Figure 1.
a. It was made of ceramic with square pores of 0.12 mm. The length of stack was 1 cm. The second stack
configuration is shown in Figure 1. b.  Two different plate gaps were used for this stack configuration with
a plate gap of 1 mm and 2 mm. These stacks were fabricated from glass plates used in microscope slides.
Each plate had a dimension of 40 × 25.4 × 1 mm.

Fig. 1. Ceramic stack. (a) Front view. (b) Perspective view

(a) (b)

The first order instantaneous and second order streaming velocities were simultaneously captured by
phase locked ensemble average method. Both the laser and camera were synchronised by the pressure signal
at the hard end of the resonator. The PIV system would capture images at the phase corresponding to the
maximum acoustic velocity. The sampling rate was same as the acoustic excitation frequency. Three hundred
images were captured and the final velocity was found after ensemble averaging 300 velocity vector maps.
All the vectors shown in the following results are for ensemble averaged velocities.

3. RESULTS AND DISCUSSION

The acoustic and streaming velocity vector map of the acoustic flow at 1658 Hz are shown in Figure 2.a and
Figure 2.b respectively. The maximum ensemble averaged acoustic velocity magnitude was 1 m/s and the
maximum ensemble averaged streaming velocity magnitude was 0.005 m/s. The streaming velocity vector
map shows a complete streaming cell in center and partial streaming cell in front and wake.

In order to study the effect of stack on the Rayleigh streaming, the stack shown in Figure 1.a was
introduced at two locations. The first location of stack was at x=λ/4 from velocity antinode. At this location
there was maximum acoustic velocity and minimum Rayleigh streaming velocity as shown in Figure 2. The
resulting streaming velocity vector map for first stack location is shown inFigure 3.a.  Previous experimental
studies7 have suggested change in the streaming velocity magnitudes and shape of Rayleigh streaming cell
near the stack edges. Similar results were observed during our experiments. Comparison between the
streaming velocity vector map of Figure 2.b andFigure 3.a reveal that the shape of the streaming cell was
changed. In the absence of stack the horizontal dimension of the streaming cell is such that there were two
streaming cells formed along the resonator width; while in the presence of stack there was only one streaming
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cell in the transverse direction. The longitudinal dimension of the steaming cell was not affected by the
presence of the stack.

The second location for the stack was at x=λ/8 away from the acoustic velocity antinode. At this location
the streaming velocity amplitude was maximum the acoustic velocity was less than half the peak amplitude.
The velocity vector map for acoustic streaming in Figure 3.b shows different shapes of streaming cells on the
either side of the stack. As with the previous stack location, the streaming velocity amplitude on the right
side of the stack was more than on the left side. This may be attributed to the fact that the acoustic velocity
amplitude on the right side was more. The difference in the streaming velocity amplitude on either side of
the stack was more pronounced in the second location which again can be attributed to the larger difference
in acoustic velocity amplitude on either side of the stack for the second stack location. Due to the presence of
stack, the Rayleigh streaming cell was completely disturbed and a different streaming pattern was observed.
Near the edges of the stack, data cannot be taken due to flaring of the images. The flaring occurred due to
reflection of the laser light from the stack wall. From these results it can inferred that stack presence completely
changed the streaming environment both in terms of streaming velocity amplitude and the resulting streaming
cell shape. It is therefore necessary to characterise this form of streaming to better understand its effect on
the heat transfer between the heat exchanger and stack. For understanding the streaming flow which results
due to interaction of stack with standing wave velocity data near the stack edges and in between the stack
plates is required.

Acoustic streaming near the stack end and in between the plates was observed for the two glass stacks
with plate gap of 1 and 2 mm as shown in Figure 1.b. The flow was excited at 245.5 Hz which corresponds to
resonator length of 3λ/4. The peak acoustic velocity amplitude, uac was 3.4 m/s. The stack center was located

Fig. 2. Velocity vector map at 1658 Hz without stack. (a) Acoustic velocity (b) Streaming velocity

(a) (b)

Fig. 3. Streaming velocity. (a)  First location (b) Second location

(a) (b)
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at a distance of 3λ/8 from the hard end. The stacks had a gap,  g of 1 mm or 7δν and 2 mm or 14δν in between
the plates. The streaming velocity for the stacks with gap of 1 and 2 mm are shown in Figure 4.a and Figure
4.b respectively. In their analytical work Hamilton et. al4 studied acoustic streaming in channels with arbitrary
width. They concluded that for channel width less than 10δν classical Rayleigh streaming was not observed
and only inner streaming vortex was present and even for channel width of 20δν, inner streaming vortex
occupied 10% of the channel. In the case of resonator with stack, there would be a transition region near the
stack ends. The transition region coupled with the stack length would determine the overall streaming
environment inside the stack and near its ends.  The streaming velocity results for the stack, g=7δν presented
in Figure 4.a show presence of a single streaming cell as predicted by analytical study. The magnitudes of
the streaming velocity both inside the stack and near the stack ends were higher when compared with
streaming velocity away from the stack. The streaming velocity results obtained for the stack, g=14δν show
presence of more than one streaming cell inside the stack near the end. Since the plate gap was more than
7δν, a distinct outer streaming vortex was observed. The results presented here were in accordance with the
analytical studies.

Fig. 4. 4Streaming velocity for glass stack in m/s
(a) 1 mm gap between plates  (b) 2 mm gap between plates

In a thermoacoustic core, heat exchangers are located at either side of the stack. A simple fin tube heat
exchanger has parallel plates like the stack and tubes perpendicular to the axial flow direction. In the present
study a single transparent glass cylinder was used in order to idealise the tubes in a fin tube heat exchanger.
The cylinder was 1 mm in diameter and the length was equal to the resonator width. The flow was excited at
85 Hz and 100 Hz. The streaming velocity flow inside a resonator resulting from interaction of acoustic
standing wave with a circular cylinder is presented in Figure 5andFigure 6. At 85 Hz the streaming flow was
studied for various acoustic velocity amplitudes at the location of the cylinder. For low acoustic amplitude
at cylinder location, the streaming vortices were not fully developed as evident from Figure 5.a. Fully
developed streaming cells were observed at higher velocity amplitudes as shown in Figure 5.b and Figure
6respectively. In a fully developed streaming flow four vortices were observed, one in each quadrant. The
streaming behaviour observed in this study is similar to the analytical results presented by Nyborg9.

4. CONCLUSION

In this study attempts were made for characterising the acoustic streaming flow present in relatively realistic
thermoacoustic machines. It was found that presence of stack changes the streaming flow from Rayleigh
streaming observed in an empty resonator. Higher magnitudes of streaming velocities were observed near
the stack end and inside the stack. The results presented here for the two stacks with different plate gap
were similar to the analytical results. The difference between the experimental results and the analytical
results was due to the absence of the effects of the transition region in the analytical model. The streaming
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Fig. 5. Streaming around a cylinder at 85 Hz. (a) u=0.34 m/s (b) u=0.76 m/s

(a) (b)

Fig. 6. Streaming around a cylinder at 100 Hz. u=0.57 m/s

flow structures resulting from the presence of a circular cylinder were completely different from either
Rayleigh streaming or streaming due to stack. Four circulation regions were observed.

In this study simple objects were introduced in the resonator and the resulting streaming flow structures
were observed to be very different from Rayleigh streaming. A real thermoacoustic core would have both
stack and heat exchangers and their interaction with each other would create a very complex streaming
environment. Thus, a simple Rayleigh streaming model cannot be used for characterising the overall streaming
flow behaviour inside a standing wave thermoacoustic machine.
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ABSTRACT

This study at the Church of Nossa Senhora do Pilar, built in 1613 by the Spanish Capuchos
Franciscan, investigates the acoustic effect of music on the subjective comfort of a listener in a
worship space. The results presented describe the effect of variations in the type of music rendered
(in the form of live music from the cello, clarinet and the ensemble) from two music sources sites
(the nave and the choir loft, of the church) on the subjective acoustic comfort of listeners in the
church of Nossa Senhora do Pilar (a significant Catholic church of Goa, India). The subjective
acoustic comfort of the listeners for different music types at the two music sources was measured
through the Acoustic Comfort Impression Index (ACII). This index for subjective acoustic comfort
was derived as a difference between desirable Subjective Acoustic Impressions such as of Intimacy,
Envelopment, Reverberance, Loudness, Clarity, Directionality, Balance and undesirable Subjective
Acoustic Impressions such as of Echoes and of Background Noise. The derived acoustic comfort
impression index also took into account the requisite of reverential awe; intelligibility for sacred
speech, music, singing and the sacred silence that characterizes a worship space. Although the
sacred music rendered by the ensemble seems to have elicited better scores of Acoustical Comfort
Impression Index (ACII) among the listeners, yet there is no significant difference between the
means of the listeners acoustical comfort impressions by the ensemble, cello or clarinet (p = 0.43).
Amongst the two music source locations, although the Acoustical Comfort Impression Index (ACII)
seems to favor the choir loft location, the music rendered therein is only 80% significantly more
effective than the music rendered from the nave floor location (p = 0.20).

1. INTRODUCTION

The desire for religious comfort and solace brings a devotee to a worship space. A good acoustic ambience
facilitates the experience of subjective comfort in a worship space thus enabling Active, Conscious and Total
Participation of the devotee in community worship [1]. This study investigates the acoustic effect of music on
the subjective comfort of a listener in a worship space to determine as to what type of music would be
acoustically preferred in order to make the sacred liturgy in a worship space a genuine celebration of 'Comfort'
and 'Solace'. The results presented here describe the effect of music rendered by the cello, clarinet and the
ensemble from different source locations (namely, the nave and the choir loft of the church) on the subjective

© 2014 Acoustical Society of India
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acoustic comfort of listeners. Reverential Awe, Intelligibility and Silence as constituted of subjective acoustic
impressions are hypothesized as determinants of 'comfort' in a worship space. The net desired effect is
named as Acoustic Comfort Impression (ACI) and indexed as Acoustic Comfort Impression Index (ACII). This
study shows an advancement in the comprehension of ACII as compared to what was presented earlier [2].

2. THE CHURCH OF NOSSA SENHORA DO PILAR: THE SAMPLE CHURCH

The Church of Nossa Senhora do Pilar, built in 1613 by the Spanish Capuchos Franciscan, lies atop a hillock
that rises alongside one of the largest reclaimed khazan lands of Goa. Its small nave has a high plain barrel
vaulted ceiling while its diminuted sanctuary's roof, like the other earlier churches of the konkan [3], is
covered with a finely coffered barrel vault. The paintings on wood and canvas which decorate the church
were done by local and possibly Chinese artists [4]. The present choir stall at the entrance of the church
seems to be a later addition or a renovation of the original. The church has undergone a number of improper
interventions causing visual and acoustical damage to the interior worship space of the church [5]. The
church is presently in the process of restoration. The church before and during restoration is shown in
Figure 1.

Fig. 1. Nossa Senhora do Pilar church (Goa, India) during and before restoration.Some important
architectural details of Nossa Senhora do Pilar church are shown in Table 1.

ARCHITECTURAL  MEASURES DESCRIPTION UNITS VALUES

Total Floor Area ATOT m2 400
Nave Floor Area ANV m2 130
Maximum Height HMAX m 15
Maximum Length LMAX m 30
Total Volume VTOT m3 3457
Nave Volume VNV m3 837
Total Average Height HAVG m 9
Maximum Nave Width WNV m 9
Average Width WAVG m 8

The ground floor plan of the church shown in Figure 2 reveals the diminuted sanctuary style of the church.

Table 1. Architectural details of Nossa Senhora do Pilar church (Goa, India)

3. METHODOLOGY

3.1 Listeners and Music sources

Nineteen trained normal listeners were spatially seated into four seating zones within the church. Two
locations in the church were chosen as music sources. The first location, labelled as 'Music Source A' (MA)
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was the floor of the North East nave - sanctuary corner of the church (Ground floor)  and the second location,
labelled as 'Music Source B' (MB) was the floor of the Choir Loft of the church (First floor). The musical
instruments that were tested in this church are cello (P), clarinet (Q) and an ensemble of cello, clarinet,
violins and guitar (R). The locations of the music sources (MA and MB) and listeners seating for the subjective
acoustic tests are shown in Figure 3.

Fig. 2. Ground Floor plan with the zones demarcation (Floor plan courtesy: Engr.Thomas D'Costa)

Fig. 3. The locations of Listeners and Music Sources in the Nossa Senhora do Pilar church (Goa, India).

The cellist played "Bach's Suite No. 2". The clarinet player rendered the tune of the "Motet: Fera Pessima"
a traditional Christian Lenten hymn. The ensemble played a Goan devotional classic "Piedade Saibinni in
minor and major".

3.2 Subjective Evaluation method

The acoustic evaluation sheet [6] [7] given to the listeners was interpreted to accommodate parameters of
worship. The experience of reverential awe was expressed as an average of the following desirable Subjective
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ANOVA TEST ON MEANS OFACII FOR DIFFERENT MUSIC TYPES AND DIFFERENT MUSIC SOURCES

TYPE Data Mean SD SE N F value p value

ACII P 0.41 0.11 0.03 18 0.85 0.43

Q 0.45 0.18 0.04 18

R 0.48 0.20 0.05 18

ACII MA 0.70 0.13 0.03 18 1.69 0.20

MB 0.75 0.11 0.03 18

Table 2. ANOVA tests on means of ACII populations in the church

Acoustic Impressions (SAI): Subjective Acoustic Impression of Intimacy (SAIINT), Subjective Acoustic
Impression of Envelopment (SAIENV), Subjective Acoustic Impression of Reverberance (SAIREV), Overall
Subjective Acoustic Impression (SAIOVER).The quality of Intelligibility of speech, singing and music was judged
as an average of the following desirable Subjective Acoustic Impressions (SAI): Subjective Acoustic Impression
of Loudness (SAILOUD), Subjective Acoustic Impression of Clarity (SAICLAR), Subjective Acoustic Impression
of Directionality (SAIDIR), Subjective Acoustic Impression of Balance (SAIBAL). The quality of silence was
judged from the following undesirable Subjective Acoustic Impressions (SAI): Subjective Acoustic Impression
of Echoes (SAIECHO) and Subjective Acoustic Impression of Background Noise (SAINOIS).

3.3 Derivation of Acoustic Comfort Impression Index (ACII)

The Acoustic Comfort Impression Index (ACII) measures the subjective comfort induced by the acoustics
inside the worship space. This subjective acoustic comfort enables the necessary disposition to worship. A
difference was drawn between the Desired Subjective Acoustic Impressions (DSAI) in worship space and
the Undesired Subjective Acoustic Impressions (USAI) in a worship space in order to acoustically comprehend
and optimize this 'Religious Feeling of Comfort and Solace'.

The Desired and Undesired Subjective Acoustic Impressions (DSAI and USAI) were evaluated as averages
of the desired eight SAI and the undesired two SAI respectively. The net difference score between the desired
and the undesired on a semantic scale of 1-7 was averaged and coded as the Acoustic Comfort Impression
(ACI) of the worship space.

Finally The Acoustic Comfort Impression Index (ACII) at each zone of the worship space was evaluated
using equation 1, for different music types: cello (P), clarinet (Q) and ensemble (R) and for different music
sources: floor of the nave (MA), and floor of the choir loft (MB).

0 1−
+=

∆
i mux

i

ACLL ACLL
ACLL

ACLL (1)

where,
-1 ≤ ACIIi = Calculated value ≤ +1

ACIImax = Maximum value = 1
∆ ACIIi = range value = 2

The subjective data was analyzed using Excel, Origin 6.1 and Origin 8.

4. RESULTS

The effect of different music source locations (within a church) and the effect of different
music types on the subjective acoustical comfort of the listeners is assessed through the
results of the ANOVA tests on the means of the populations of ACII averaged across 18
listener locations in the church as shown in Table 2.
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5. CONCLUSION

Although the sacred music rendered by the ensemble seems to have elicited better scores of Acoustical Comfort
Impression Index (ACII) among the listeners, yet there is no significant difference between the means of the
listeners acoustical comfort impressions by the ensemble, cello or clarinet (p = 0.43). Amongst the two music
source locations, although the Acoustical Comfort Impression Index (ACII) seems to favor the choir loft location,
the music rendered therein is only 80% significantly more effective than the music rendered from the nave
floor location (p = 0.20).
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ABSTRACT

In this study, the water ingress through the delaminated regions of the rubber encapsulant material
in the piezoelectric transducers used for the underwater applications has been studied by infrared
thermography. The external heating was applied to the surface of the specimen being tested and
the variations in the surface temperature were monitored by means of IR thermography technique.
The delaminated regions of the transducers are characterized by hot spot regions in the thermal
images. The water ingress was studied in the delaminated regions in the encapsulant of the
transducer. The study was also extended to conduct on control samples by using known volume of
the water injected into the defect sites and monitor the area by taking IR thermal images. In both
cases, the presence of the water ingress regions is clearly observed as cooler regions due to the high
specific heat capacity of the water. The maximum thermal contrast corresponding to these cooler
regions are calculated and correlated with the volume percentage of the water present.

1. INTRODUCTION

The neoprene rubber is generally used to encapsulate the piezoelectric transducers used for underwater
applications [1]. Delamination of the adhesive joints of the encapsulant and intrusion of the water through
the delaminated regions are the main reasons for the failure of the sensors. The water intrusion through
delaminations can further lead to loss of the adhesion, formation of osmotic blisters, and establishment of a
pathway for corrosive ions [2], resulting in derated performance of the acoustic sensors. This emphasizes
the need for the application of a reliable nondestructive testing (NDT) tool for early detection of anomalies
present in the sensor before irreversible catastrophic failure occurs. In this study, the water ingress through
the delaminated region in the piezoelectric transducers has been studied by infrared thermography. The
quantitative measurement of the presence of water ingress is necessary in order to get a qualitative value of
the water trapped inside. However, quantification of the water ingress inside the delaminated areas in the
underwater transducer is not straight forward. Therefore, study was also extended to conduct on control
samples by using known volume of the water injected into the defect sites and monitor these areas by IR
thermal imaging.

The basic principle of the thermography is that the front surface of the inspected structure is externally
heated with a short pulse of heat, and the generated heat at the front surface propagates to the interior of the
sample because of the heat conduction. The evolution of the surface temperature as a function of time depends
on the heat diffusion inside the structure which is affected by the presence of defects in the structure. The

© 2014 Acoustical Society of India
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transient heat diffusion equation, in 1D through the homogeneous solid with uniform properties is obtained
by Fourier law of the heat conduction in solids [3],

2

2

( , ) ( , )T z t k T z t
z C tρ

∂ ∂=
∂ ∂ (1)

where T(z,t) is the temperature field, k is the thermal conductivity of the material,   is the volume density
and C is the specific heat capacity of the material. In the case of constant heating (Q) flux applied to the
surface of a semiinfinite isotropic medium, the temperature decreases approximately as as predicted by the
1D solution of the Fourier equation for the propagation of the heat by conduction [4],

o

Q
T T

e tπ
= + (2)

where To is the initial temperature and Q is the input energy (Joules).

Fig. 1. Experimental set up for thermographic measurement.

2. EXPERIMENTAL

The experimental setup, which comprised a heat source, a long wave infrared camera SC 3000 (FRIR, Sweden)
and a specimen holder as shown in fig 1. The infrared camera uses a cooled gallium arsenide (GaAs ) quantum
well infrared photodetector (QWIP) of 8-9 µm wavelength with a frame rate of 50 Hz and a focal plane array
pixel format of 320 (H) x 240 (V). The position of the heating source and the infrared camera are depended
on the minimum focal length of the employed lens and on the desired field of view. The encapsulated sensor
was thermally heated and thermal images were captured during the cooling phase. The IR image of
delaminated areas of the rubber encapsulant was taken by externally heating the surface of the transducer.
The IR images were captured in the reflection mode during the cooling down process. Thereafter, these
samples are placed in water to induce the water ingress through the delaminated regions. In control samples,
the thermographic measurements were carried out for different known volumes of the water introduced.

3. RESULTS AND DISCUSSION

Figure 2 shows the infrared thermal image of the transducer. The thermal image of the inspected transducer
shows a clear bright spots indicating the delaminated areas at the interface of the encapsulant material and
ceramic stacks or metal structure of the transducer. The efficacy of thermography was evaluated by following
a trajectory on the thermal image of the specimen; along with the temperature variations in the specimens
were recorded. The trajectory is usually a straight line as shown in the figure 2. The thermal decay curve
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along the straight line in the fig 2 indicates the distribution of the temperature as a function of the pixel
position. The heat flow in the inspected structure is altered due to the presence of defects. The defect sites
acts as a barrier to the thermal diffusion, thereby generating a thermal gradient in or around the region of
the defect. As a result, the diffusion rate of the heat flux is reduced at this specific location and these regions
cools much slower than its surroundings areas. Hence, these regions appear as hot spots in the captured
thermal images.

Fig. 2. The infrared thermal image of the delaminated regions in the transducer tested. The temperature
profile along the line indicates the higher temperature at the delaminated regions.

The thermal contrast based techniques is considered as the best method to analyse captured thermal
images. The absolute thermal contrast, Ca(t) at a location of pixel at time 't' is calculated using the expression
[6]

( ) ( ) ( ) ( )a
sC t T t T t T t=∆ = − (3)

where T(t) is the temperature at time t at p and Ts(t) is the average temperature at time t for the sound area
in the IR thermal image. The delaminated area of the encapsulant in the hydrophone was characterized by
plotting the temperature -time decay curves. Figure 3 shows the typical example of the temperature - time
decay plot of the site marked as A in the thermal image. For example, thermal contrast corresponding to
delaminated area marked as A in the IR image given in figure 2 was calculated by using eq (3). Figure 4
shows the calculated value of the absolute thermal contrast as a function of time.

 The detection of water ingress through delaminated areas in the hydrophone by infrared thermography
technique relies on the fact that a delaminated area where the water ingress takes place appears darker than
the surrounding areas due to the higher specific heat capacity of the water [5]. Hence, a change in the thermal
effussivity, e (W s½ m-2 K-1) of the material is observed. The thermal effussivity is a property that measures
the ability of the material to exchange heat energy with its surroundings and is defined by

e k Cρ= (4)

where, k is the thermal conductivity, ρ is the mass density and C is the specific heat capacity of the
material. Therefore, presence of the water ingress in the material will appear cooler due to the higher specific
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heat capacity of the water. These regions can be easily monitored by using an infrared thermal imaging
system.

The figure 5 shows the typical example of the water ingress through the delaminated region in the
hydrophone. The water content highly affects the thermal capacity of the materials. The water diffusing in
the material causes an increase in the specific heat capacity of the material, for example, specific heat capacity
of the water is 4182 J/Kg/K which is 2-3 times higher than the specific heat capacity of the rubber encapsulant,
and appropriate changes in the density and thermal conductivity of the material. Therefore, active infrared
thermal inspection would be the most effective investigative procedure to detect the moisture content.

Fig. 3. The temperature decay curves at the defected
and non-defected region.

Fig. 4. Thermal contrast as a function of the time.

Fig. 5. The thermal image of the hydrophone indicating
the water ingress through delaminated
 regions at the interface of the adhesive

 joints between the encapsulant and
 peizoceramic rings.

Fig. 6. The maximum thermal contrast as a
function of the volume of the

water present in the
inspected structure.
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Figure 6 shows the calculated thermal contrast as a function of the water. Figure 7 shows the thermal
decay curves for the samples with different volume of the water content indicate that the maximum thermal
contrast increases with increasing volume of the water content. It was found that water ingress equivalent to
a volume not less than 2 drops (i.e. 0.03 ml) can be detected.

4. CONCLUSION

This work presents the results of infrared thermal imaging (IRT) based methodology for detecting and
identifying water ingress through the delaminated regions of piezoelectric transducer. The measurement of
the water ingress by infrared thermography assumes that high heat capacity region such as water appears
cooler than its surrounding areas; hence, these regions can be easily monitored by means of an infrared
camera. The developed method is based on the measurement and analysis of the thermal contracts of the IR
thermal images of the rubber encapsulated hydrophones being inspected.
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ABSTRACT

Sound sample description often deals with sound source recognition. Synthetic sounds, noises,
abstract sounds, that do not have an identifiable cause, can not be described in that context. We
propose to elaborate a sound description that concentrates on the perceived sound morphology
explaining the sound shape. Pierre Schaeffer was the first to propose a morphological description
based on the evolution of the acoustical characteristics of sound over time on the basis of a reduced
listening, ie an abstraction of sound origin or signification. Referring to Schaefferian theory,
researchers and composers of the MIM (Laboratoire Musique et Informatique de Marseille)
developed a method to analyze music in the form of a typology of 19 musical segments called the
"Temporal Semiotic Units" (UST, from French, Unités Sémi-otiques Temporelles). These segments
are sound figures carrying meaning through their morphological and kinetic structure. Our work
consists in elaborating a sound description system based on the criteria identifying temporal semiotic
units. In order to develop such a system, we need to choose an appropriate audio features and
automatically index sound using this representation. Audio features numerically describe a specific
property of an audio signal and are extracted by applying signal processing algorithms. Choosing
discriminating and independent features is key to any efficient classification algorithm. Knowing
that UST is a musicological model from electroacoustic music, choosing the right features implies
understanding the exact meaning of this typology in terms of audio content. We analyze, in this
paper, the definitions of the semantic criteria used to determine semiotic temporal units, and present
a set of audio features matching those criteria.

1. INTRODUCTION

Research on audio description is often restricted the recognition of the sound source [1, 2], perceptual features
[3], or music transcription [4]. We propose to investigate the existence of sonometric time figures [5] that
allow us to characterize, identify and categorize a wide variety of sound events based the morphological
and dynamic organization of a sound stream; the same way as geometric plane figures can characterize,
identify and categorize a variety of  delimited surfaces [6]. The work we are conducting aims to determine
whether there are categories of sound events, summarized by a small number of sonometric figures that are
hierarchically organized and defined by the morphological properties of the sound stream course; based on
natural or taught procedures of segmentation, categorization of various sound events, formalization of
sonometric figures and especially validation in terms of differentiation and composition of sonometric figures.
Such considerations were pointed out by a  diversity of composers and music theoreticians. The late 19th
century marked a turn towards musical experience with the emergence of Gestalt psychology that focuses
on perception as an identification of basic, characterized, complete figures. Ehrenfels [7] pointed that

© 2014 Acoustical Society of India
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transposing a melody does not change its melodic identity: the shape of melody is what matters in its
perception. In his analysis of the 14th-century Italian madrigal, Schering  [8] introduced the notion of melodic
kernels that he defines as temporal figures baring an internal significance and acting as matrices of melodies.
Becking [9] elaborated graphic curves to represent rhythmic invariants. Danckert [10] introduced the notion
of primal symbols in melodic formation. In Schenker theory [11], composition is viewed as the elaboration of
a basic contrapuntal design. Cooke [12] studied the idea of transposing linguistic theory into music analysis
and claimed the existence of a finite musical vocabulary. Xenakis [13] proposed to substitute the traditional
linear musical thought by an elementary analysis that treates sounds in the light of new characteristics such
as density, order, and change. It was Pierre Schaeffer [14] that introduced a new vision of music centered on
the sound material in a more tangible formulation.

On the basis of Schaeffer's work, the "Laboratoire Musique et Informatique de Marseille" created a
morphosemantic typology of music segments called "SemioticTemporal Units" (UST, from French "Unités
Sémiotiques Temporelles"). We propose to elaborate a sound description system based on this typology. In
order to develop such a system, we need to choose  an appropriate audio features and automatically index
sound using this representation. Audio features numerically describe a specific property of an audio signal
and are extracted by applying signal processing algorithms. Choosing discriminating and independent
features is key to any efficient classification algorithm. Knowing that UST is a musicological model from
electroacoustic music, choosing the right features implies understanding the exact meaning of this typology
in terms of audio content. We present in this paper definitions of the different criteria used to determine
temporal semiotic units, and audio features matching these criteria.

2. FRAMEWORK

2.1 Sound Objects

In Pierre Schaeffer's "Traité des Objets Musicaux" [9], typo-morphology, the initial two stages of the "program
for a generalized solfeggio" (PROGREMU), focus on the immediate perception of sound that Schaeffer
described by the means of the circuits of listening which are analyzed on the basis of two fundamental
dualism of perceptive activities: "concrete/abstract" and "objective/subjective". Schaeffer proposes four
listening functions to describe this circuit, namely the four French verbs: "ouïr", "entendre", "écouter" and
"comprendre". "Écouter" is to index objects and events using sounds, ie taking sounds as representatives for
sources or events. "Ouïr" refers to the passive listening experience as sounds strike the ear and is thus the
lowest level of perception. "Entendre" represents the selection of sounds one can perceive showing an intention
to listen. "Comprendre" designates the perception of sounds as communicative signs by referring to their
meaning in a particular language or code. Schaeffer distinguishes two pairs of listening modes ordinary/
specialist and natural/cultural; and emphasizes that each mode, although specialized in a particular listening
function, is always in relation with the 3 other functions.

Schaeffer preaches for a "relearning of the hearing" by defining a new listening intention that he refers to
as "reduced listening". The concept of "reduced listening", in Schaefferian theory, consists in focusing on the
sound itself and represents, in that, a breach with the natural and cultural listening that focuses on the
source of sounds or the meaning they could bar rather than their inner perceptual properties. The correlate
of that concept is the "sound object", that Michel Chion [10], in his synthesis of Schaeffer's work, defines as
"any sound phenomena or event perceived as a coherent whole, and heard in a reduced listening that targets
it for itself, independently from its origin or signification". The first task for sound object definition, typology,
consists of isolating sound objects in all possible contexts (identification), and categorizing them into different
types (classification). Schaeffer chooses three pairs of criteria to constitute this typology: a morphological
pair, "Mass/Facture", a temporal pair, "Duration/Variation", and a structural pair, "Balance/Originality". A
summary table of typology (TARTYP, table 1) summarizes the 29 types of sound objects discriminated by
Schaeffer.

Two families of sound object types are distinguished: (i) balanced objects, found to be "a good compromise
between the too structured and the too simple"; and (ii) unbalanced objects that could be either redundant
(too regular and predictable)  or excentric (too irregular and complex).
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The second task for sound object definition, morphology, consists in describing the content of sound
objects given a set of features. Schaeffer outlines 7 morphological features to perform this descriptive
procedure: mass, harmonic timbre, grain, allure, melodic profile and mass profile. Mass generalizes the
notion of pitch and describes the "pitch-space" surface. Harmonic timbre reflects the spectral distribution.
Dynamic describes the dynamic evolution. Grain is the qualitative global perception of small irregularities
in the sound's surface. Allure is the vibrato in the pitch, or the dynamic level. Melodic profile represents the
trajectory of sound through the "pitch-space", ie the pitch variations. Finally mass profile characterizes the
evolution of mass in time. Schaeffer classifies these features into matter criteria, shape criteria and variation
criteria. This sound description scheme allows to describe any type of sound regardless to any information
but the sound properties.

To sump up, Schaeffer's typo-morphology is consisted of two complementary and interdependent
procedures that highlight a set of criteria to identify sound objects and describe them as a structure of these
criteria. The following stages of PROGREMU are characterology, analysis and synthesis. Characterology
consists in considering music, and sound in general, as a group of characteristic criteria linked in accordance
to acoustic laws; this process aims to synthesize the musical. Analysis corresponds to the evaluation of the
morphological criterion projection in the perceptual fields, ie defining discriminative positions for criteria in
the perceptual fields. Synthesis, the final stage, aspires to create musical objects, based on rules drawn up
from the results of the previous stages, that would be the basics of a "generalized solfeggio".

2.2 Semiotic Temporal Units

Referring to Schaeffer's concepts, artists and researchers of the "Laboratoire Musique et Informatique de
Marseille" (MIM) elaborate a typology of 19 musical segments called the "Temporal Semiotic Units" [11]
(UST, from French, Unités Sémiotiques Temporelles) based on empirical listening sessions. These segments
are sound figures carrying meaning through their morphological and kinetic structure. A "UST" reflects the
temporal evolution of a musical phenomena on a time scale ranging from a few seconds to a few minutes,
indeed, it should be perceived as temporal process rather than a brief phenomena.

Table 1. Summary table for sound objects typology, TARTYP: TAbleau Récapitulatif de la TYPologie
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To determine a "UST", 4 morphological criteria are considered: duration, number of phases, reiteration
and matter; as well as 2 kinetic criteria: velocity and acceleration, and 3 semantic criteria: direction, movement
and energetic process. Duration expresses whether a "UST" is delimited in time (ie the begin and end are
marked in time), or not (ie it consists in a pattern that can carry on in time). A phase is defined as the minimal
sound segment clearly determinable, a "UST" can be composed of a unique phase, as well as multiple phases
that can be delimited or not in time. Reiteration designates the varying repetition of a short sound figure
dependent on regular temporal fulcra. Matter refers to sound functions related to timbre, grain, melodic
profile and pitch distribution. Velocity characterizes the nature of the time course (from slow to fast) and
acceleration indicates the nature of the variation in velocity (from negative to positive). Direction designates
the predictable evolution of a variable or a coherent set of variables. Movement represents the perceived
overall movement within a "UST" based on a set of morphological criteria. Energetic process is also based on
a set of morphological criteria and describes the evolution of matter at a certain moment.

The 19 "UST" are: "Chute" (downfall), "Trajectoire inexorable" (inexorable trajectory), "Contracté-étendu"
(contracted-extended), "Élan" (momentum), "Étirement" (streching), "En flottement" (floating), "Sans direction
par divergence d'information" (without direction by divergence of information), "Lourdeur" (heaviness),
"Freinage" (braking), "Obsessionnel" (obsessive), "Qui avance" (that moves forward), "Qui tourne" (that
rotates), "Qui veut démarrer" (that wants to begin), "Sans direction par excès d'information" (without direction
with excess of information), "Suspension-Interrogation" (suspensions-questioning), "En suspension" (in
suspension), "Par vagues" (in waves), "Stationnaire" (steady), "Sur l'erre" (floating). The definitions of these
"UST" are regrouped in sheets containing a morphological description and a semantic one, both qualitative
and of a metaphoric nature.

Although the elaboration of a typology based on semantic criteria can be argued to be particularly
related to the view of the group of persons conducting it, it is mainly related in this case to the concepts  that
are the basis of the methodology used. Moreover, studies on the perceptive pertinence of the "UST" show
that the typology of "UST" is perceptively relevant [12], for musician and non-musician listeners, and
demonstrate using an electrophysiological approach [13] that the temporal meaning of "UST" is indeed
perceived by listeners.

3. AUDIO FEATURES FOR UST DESCRIPTION

The elaboration of a model for "UST" starts by selecting the discriminative audio features matching the
different criteria used to determined a "UST". Due to the fact that some criteria used to determine a "UST"
are subject to various interpretations and thus arduously definable, we choose to focus in the study of this
paper on the semantic criteria, namely: movement, energetic process, and direction.

3.1 Energetic process

Energetic process describes the evolution of matter at a certain moment. It is for Marcel Frémiot [11] the
essential and  irreducible variable to describe an "UST". The energy in a "UST" can either be accumulated,
converted, maintained, or  retained. The energy of the signal x can be computed simply by taking the root
average of the square of the amplitude, also called root-mean-square (RMS):
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3.2 Movement

Movement is the perceived overall movement within a "UST", it can either express translation, or stillness
by deformation or rotation. To model this criterion, we take interest in the signal spectral shape. A common
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way to capture the spectral evolution is to consider the spectrum of each frame is considered as a distribution
which frequencies are the values and normalized amplitudes the probabilities to observe the frequencies;
and to compute its moments, ie spectral centroid, spectral spread, etc [14]. Based on the fact that a "UST" is
a coherent spectral movement, we assume that the spectral shape would be best represented by considering
the spectrum of each frame as a multivariate distribution and computing a similarity measure between each
successive frames. We thus need to use multivariate distance measures suitable for spectral distributions
that take on board the scale and the correlation between the distribution dimensions. The spectral distance
measures used were:

– The spectral angle mapper is a spectral deterministic similarity measure defined as the angle between
spectra considering them as vectors in a space with dimensionality equal to the number of bands.
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– The symmetrical Kullback-Leiber distance is a measure of the difference between two distributions; it
represents the information lost in the transformation, specifically, it is the expectation of the logarithmic
difference between the two distributions.
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– The Kolmogorov-Smirnov distance is the maximal distance between the cumulated spectra. It compares
areas under original distributions and therefore reflects spectral shape.
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– The Mahalanobis distance is a measure based on correlations between variables defining different
patterns. It accounts for the difference in variance in each dimension and the covariance between
dimensions. Indeed, the multidimensional ellipsoid, that best represents the probability distribution,
can be estimated through the covariance matrix of the samples. The Mahalanobis distance is simply the
distance between two given points knowing their positions to the center of mass and the width of the
ellipsoid, representing the distribution, in the direction of these points.

( ) ( ) ( )( )1TMahal X,Y = X Y Σ X Y−− − (6)

where ∑ is the covariance matrix of the distribution.

4. EVALUATION

We dispose of 316 examples of "UST" from 3 main sources: excerpts of music pieces, sung examples, and
melodies performed on piano ; all sounds proceed from the MIM works. The audio files are sampled at a
rate of 44.1 kHz and have durations ranging from 0.771 s to 93.0481 s. We evaluate the proposed audio
features by performing automatic classification of the semantic criteria using support machine vectors with
a Gaussian kernel based on the features described above. Results are represented in tables 2 to 4.

We observe, in the results of the classification for the criterion "energetic process" (table III), that the
classifier performs better for the class "converted energy" than the other classes. The short-time energy ought
be combined to features  representing spectral content.  The classification results for the criterion "movement"
(table IV) shows that the 4 spectral similarity measures perform roughly the same over the different categories
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with a preference for the Mahalanobis distance whose results present the smallest variance over the categories.
The results of the classification for "direction" (table V) demonstrate that the sole loudness is insufficient to
properly model this criterion; this could be explained by numerous variations in instantaneous loudness
and can be improved by performing a polynomial approximation of the computed loudness.

5. CONCLUSION

In this exploratory work, we proposed a morpho-semantic approach for sound sample description based on
the theory of semiotic temporal units. We tried to build a computational model describing the semantics of
sound samples.

The main idea behind our approach is to establish a link between the audio descriptors and the UST.
The audio features presented in this paper demonstrate promising performances for semantic criteria; that
would be improve by combining the described features here to other "morphological" ones. Future works
will include this improvement as well as models for the morphological and kinetic criteria.
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ABSTRACT

Tabla is one of the most important percussion instruments in India popularly used for keeping
rhythm. This percussion instrument consists of two drums played by two hands, structurally
different and produces different harmonic sounds. Tabla strokes are commonly called as `bol',
constitutes a series of syllables. Our main objective is to categorize these strokes and the tablas.
Earlier work has done labeling  tabla strokes from real time performances by testing neural
networks and tree based classification methods. The current work extends previous work by
C. V. Raman and S. Kumar in 1920 on spectrum modeling of tabla strokes. In this paper we
have studied the timbre (spectral brightness, tristimulus, odd and even parameters, spectral
irregularity and spectral centroid) and spectral characteristics (wavelet analysis by sub band
coding method and using tollence wavelet tool) of nine strokes from each of five tablas using
Wavelet transform. Wavelet analysis is now a common tool for analyzing localized variations
of power within a time series and to find the frequency distribution in time-frequency space.
Distribution of dominant frequencies at different sub-band of stroke signals, distribution of
power and behavior of harmonics are the important features, leads to categorization of strokes
and also the structure of tabla. This method also helps in synthesizing different new strokes.

1. INTRODUCTION

The ubiquity of tabla in the Indian Subcontinent is without dispute. Its variety of tonal colors gives it a
flexibility seldom matched by other percussion instruments. Among the percussion instruments, tablas plays
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an important role in accompanying vocalists, instrumentalists and dancers in every style of music from
classical to light in India. Tabla is comprised of a pair of drums, a treble drum, referred to as the tabla or
dayan, and the bass drum called the bayan. The bayan is made of copper, brass, iron or terracotta (clay). The
right-hand dayan is a tapering cylinder carved from a block of dense wood. Each of the drums is covered
with goatskin. Undoubtedly the most striking characteristic of the tabla is the large black spot on each of the
playing surfaces called the syahi. These black spots are a mixture of gum, soot, and iron filings. This is
applied to the center of the dayan, and off-center on the bayan. Their function is to create the bell-like timbre
that is characteristic of the instrument. The complexity of its construction accounts for its versatility. This
complexity reaches such a degree that only trained craftsmen can create a tabla. When a membrane stretched
over a resonating body is struck, there is generally no clear sense of pitch because the sound produced is rich
in inharmonic overtones. In Parag Chordia's paper1 he described a system that segments and labels tabla
strokes from real performances. The work was done with large and diverse database includes the methodology
of testing neural networks and tree based classification methods. Tabla strokes are typically inharmonic in
nature but strongly pitched resonant strokes2. The sounds of most drums are characterized by strongly
inharmonic spectra; however tablas, especially the dayan are an exception.  This was pointed out as early as
1920 by C. V. Raman and S. Kumar3 . Raman further refined the study in a later paper2.  The classical model
put forth by Raman represents the sound of tabla-dayan, as having a spectrum consisting of five harmonics;
these are the fundamental with its four overtones4. Thereafter several theoretical and experimental studies
were held on the dynamics of the instrument 5, 6, 7, 8, 9,4.  In this paper we studied the harmonic analysis and
distribution of power within the time series of tabla strokes.

The two drums of the tabla produce many different timbres. Many of these sounds have been named,
forming a vocabulary of timbres. The naming of strokes has facilitated the development and transmission of
a sophisticated solo repertoire. In addition to the rhythmic complexity of tabla music, it is its timbral beauty
and diversity that distinguish it from other percussion instruments1. In this paper we have considered five
different tablas and nine single strokes from each table. Stroke 'Ta/Na' executes by lightly pressing the ring
finger down in order to mute the sound while index finger strikes the edge. Stroke 'Ti' executes by striking
the dayan on the 2nd circle with the index finger and by keeping the finger on that position causes more
damping but after striking if the index finger release quickly to give an open tone it produces 'Teen'. Stroke
'Ghe' executes by striking the bayan with middle and index finger keeping the wrist on the membrane but
after striking if released quickly it produces 'Ge'. Stroke 'Thun' executes by striking on the centre circle of
dayan with index, middle, ring and little fingers together and by quickly releasing. Stroke 'Tu' executes by
striking at the corner of centre circle of dayan with index finger only and immediately after striking finger
will lift. Stroke 'Te' executes by striking the dayan with middle and ring finger at the centre of the circle.
Stroke 'Re' executes by striking the dayan with index finger at the centre of the circle and by keeping the
finger on that position causes more damping.

2. EXPERIMENTAL SETUP

All the strokes were played by eminent tabla players and the sound was recorded in a noise free acoustic
room. Membrane of tabla 1, 2 and 3 have diameter 5", tabla 4 has a diameter 5.5" and tabla 5 has a diameter
6". Each of these sound signals was digitized with sample rate of 44.1 kHz, 16 bit resolution and in a mono
channel. We then undertook iterated filter bank by sub-band coding for analyzing localized variations of
amplitude within a time series and to find the frequency distribution in time-frequency space. We also used
Torrence wavelet tool to observe distribution of power and behavior of harmonics. Timbre analysis was
done by Long Term Average spectra (LTAS) of each signals.

3. WAVELET ANALYSIS

The whole purpose of wavelet analysis is to see the time-scale (frequency) distribution, i.e. how the power
changes over time and to find the frequency distribution in time-frequency space. The idea behind these
time-frequency joint representations is to cut the signal of interest into several parts and then analyze the
parts separately. It is clear that analyzing a signal this way will give more information about the when and



230 Journal of Acoustical Society of India

Anirban Patranabis, Ranjan Sengupta Kaushik Banerjee, Tarit Guhathakurta and Dipak Ghosh

where of different frequency components present10 . The continuous wavelet transform or CWT. is written
as:

,( , ) ( ) * ( )ss f t t dtτγ τ ψ= ∫

Where * denotes complex conjugation. This equation shows how a function f (t) is decomposed into a set
of basic functions ψs, T (t) , called the wavelets. The variables s and τ are scale and translation, are the new
dimensions after the wavelet transform. If we expand the wavelet transform into the Taylor series at t = 0
until order n (let = 0 for simplicity) we get :
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From the admissibility condition we already have that the 0th moment M0 = 0 so that the first term in the
right-hand side of the above equation is zero. If we now manage to make the other moments up to Mn zero
as well, then the wavelet transform coefficients (s) will decay as fast as sn+2 for a smooth signal f(t). This is
known as the vanishing moments or approximation order. If a wavelet has N vanishing moments, then the
approximation order of the wavelet transform is also N. The moments do not have to be exactly zero; a small
value is often good enough. In fact, experimental research suggests that the number of vanishing moments
required depends heavily on the application. Summarizing, the admissibility condition gave us the wave,
regularity and vanishing moments gave us the fast decay, and put together they give us the wavelet10.

The most important properties of wavelets are the admissibility and the regularity conditions and these
are the properties which gave wavelets their name. It can be shown that square integral functions ψ (t)
satisfying the admissibility condition,

2
(w)

dw
w

ψ
< +∞∫

This can be used to first analyze and then reconstruct a signal without loss of information. In ψ (ω)
stands for the Fourier transform of ψ (t). The admissibility condition implies that the Fourier transform of
ψ (t) vanishes at the zero frequency, i.e.

2
0( ) 0ww =ψ =

This means that wavelets must have a band-pass like spectrum10. This is a very important observation,
which we have used to build an efficient wavelet transform. Each signal is passed through a series of high
pass filters to analyze the high frequencies, and it is passed through a series of low pass filters to analyze the
low frequencies. A time compression of the wavelet by a factor of 2 will stretch the frequency spectrum of
the wavelet by a factor of 2 and also shift all frequency components up by a factor of 2.

4. THE SUB-BAND CODING AND THE MULTI-RESOLUTION ANALYSIS

Here we split/filtered each of the signal spectrums in two (equal) parts, a low-pass and a high-pass part.
Transition band width is kept minimum to 50 Hz and the offset information is negligible thus causing no
artifact in the split signal. The first high-pass part contains no information. We now have two bands. However,
the low-pass part still contains some details and therefore we split it again and again, until the last low-pass
part contain no information. In this way we have created an iterated filter bank. This is done by sub-band
coding/pyramidal coding algorithm using Nyquist's rule11. The Nyquist theorem states that perfect
reconstruction of a signal is possible when the sampling frequency is greater than twice the maximum
frequency of the signal being sampled or equivalently, when the Nyquist frequency (half the sample rate)
exceeds the highest frequency of the signal being sampled. Why did we split the signal into several frequency
bands? Energy of the signal varies with time. In this process a certain high frequency component can be
located well in time while a low frequency component can be located better in frequency.  In this process of
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sub band coding each of the signals are divided into eight frequency sub bands of band width 7040 to 14080
rad/sec referred as 1st band or DWT 1st level, 3520 to 7040 rad/sec referred as 2nd band or DWT 2nd level, 1760
to 3520 rad/sec referred as 3rd band or DWT 3rd level, 880 to 1760 rad/sec referred as 4th band or DWT 4th

level, 440 to 880 rad/sec referred as 5th band or DWT 5th level,  220 to 440 rad/sec referred as 6th band or
DWT 6th level, 110 to 220 rad/sec referred as 7th band or DWT 7th level and less than 110 rad/sec referred as
8th band  or DWT 8th level. From each of these sub bands number of harmonics, number of DWT coefficients
and most prominent frequency (MPF) is measured. Fidelity factor Q11 here is ½. By this process the scale of
each signal gets doubled, reducing the uncertainty in the frequency by half.

5. OBSERVATION

DWT 1st level (7040 to 14080 rad/sec), 2nd level (3520 to 7040 rad/sec) and DWT 8th level (55 to 110 rad/sec)
reveals no information. All information lies within 3rd to 7th level of DWT. So Tabla sounds are harmonically
best within the range of 0.1 kHz to 3 kHz. One of the most prominent features from spectral analysis has to
do with the behavior of harmonics and indeed the knowledge of locations of harmonics. We can see that the
harmonic number increases towards mid frequency range and an expansion of the harmonic locations can
be observed in band 3. It is also possible to take into account the contraction (harmonic ratio<1) or expansion
(harmonic ratio>1) of harmonics in all the spectrums. In band 5 ratio of 4th harmonic to 5th harmonic for all
the strokes are less than 1, means spectral energy reduces at higher frequencies in that band. Mid frequency
range dominates in band 5 while lower frequency ranges are dominating in band 6. According to Grey14, on
the distribution of the harmonics, it has been suggested that no harmonics higher than the 5th to 7th, regardless
of the fundamental frequency, are resolved individually. Studies have shown that the upper harmonics
rather than being perceived independently are heard as a group.
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Fig. 1. Most prominent frequency (rad/sec) at different sub-bands
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Fig. 1 reveals that the MPF corresponds to the highest peak of each sub-band, is uniform during the
lower frequencies up to 900Hz, but varies in high frequency bands. At low frequency all tablas sounds same.
Maximum harmonic information lies in the range 0.9 - 2.5 kHz. Although Tee and Teen, Ghe and Ge are
similar strokes, a larger difference in MPF occurs for all the first three tablas. Such difference is due to the
damping effect among the pair of strokes and is visible in 440 to 1760 Hz. But 4th and 5th tablas give a little
information during these ranges. Such differences give rise to the fact that the production of harmonics is
different for all tablas due to difference in their structure i.e. the resonant chamber.

Stroke Ta/Na (where the position of stroke and damping are different) of all tablas shows that the attack
peak reaches very late compared to all other strokes.  Attack peak of all strokes of 1st tabla delays to reach
(found in the 6th of its band structure).  Attack peak of all strokes of 2nd tabla immediately reaches (found in
the 7th of its band structure). So the players of 1st and 2nd tablas made all the strokes consistently.  No such
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consistency is found in achieving attack peak for the rest of the three tablas because of their difference in
stroke production. So the feature attack peak is an important cue to assess the learners about the accuracy of
stroke both in terms of stroke intensity and also position. Attack peak also depend upon the stroke type and
position viz. stroke Thun executes by striking on the centre circle with index, middle, ring and little fingers
together and by quickly releasing, reaches the attack peak immediately while stroke Ta/Na executes by
lightly pressing the ring finger down in order to mute the sound while index finger strikes the edge, reaches
the attack peak delayed. It is also found that attack peak reaches faster in free strokes than damped strokes.

When a membrane stretched over a resonating body is struck, there is generally no clear sense of pitch
because the sound produced is rich in inharmonic overtones. When properly applied, the syahi (outside the
central part) causes the alignment of some of the inharmonic partials, giving the dayan a clear sense of pitch
if struck correctly .

Also it is observed a shorter decay for Re, Te, Tu and Na while longer decay for Ghe, Ge, Tee and Teen.
MPF of damped strokes show lesser time of occurrence compared to free strokes. Calculating the scale
(frequency) and time of all the harmonics, it is observed that lower harmonics in the attack portion are
always lagging. It is also observed that the higher energy bands are of shorter duration than the lower
energy bands. In comparison to other strokes, Teen has longer duration of energy in all the bands. This
proves that tabla produces different sounds with definite harmonic properties with the variation of stroke
production and position.
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From fig. 2, Damped strokes have larger number of harmonics at high frequency ranges (band 3 and 4)
for all the tablas compared to free strokes. Comparing the number of harmonics at higher frequency range
we can categorize the stroke of tablas. For the 1st, 2nd and 3rd tablas (all are smaller in size), all strokes produce
harmonics uniformly and equally in bands 5 and 6 but at higher frequency bands they show larger number
of harmonics. For the 1st, 2nd and 3rd tabla, harmonics are present within band 3 to band 6. 4th and 5th Tabla
(both are bigger in size) produces very less number of harmonics for the free strokes and they are found
within band 4 and band 6 but the damped strokes produces harmonics within band 3 and band 6. So it is
observed that tablas with smaller diameter produce more harmonics than tablas of larger diameter.

Again table 1 shows the standard deviation and average frequency of harmonics. It is observed that at
low frequency range both the standard deviation and average frequency remains same but at higher frequency
bands these values get scattered. This confirms that the randomness of energy of the partial increases at
higher frequency bands. Hence uniqueness of table sound lies in the higher energy. From the data it is
observed that 4th table is totally different compared to others. Such thing occurs due to differences in structure
of the tabla as well as the intensity of strokes made by the player.

6. TIMBRE ANALYSIS

Timbre is defined in ASA (1960) as that quality which distinguishes two sounds with the same pitch, loudness
and duration. This definition defines what timbre is not, not what timbre is. Timbre is generally assumed to
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be multidimensional, where some of the dimensions have to do with the spectral envelope, the time envelope,
etc.13, 14. Many timbre parameters  have been proposed to encompass the timbre dimensions. Among all
timbre parameters important parameters are irregularity, tristimulus1 (T1), tristimulus 2 (T2), tristimulus 3
(T3), odd and even parameters, spectral centroid and brightness .

All the sound samples are normalized to 0 dB and of same length. From the LTAS of each signal above
mentioned timbre features were measured of which some are harmonic and some perceptual features.

Correlation coefficient of the timbre parameters are shown in table 2. It is observed that tristimulus 2
(T2) and tristimulus 3 (T3) are highly correlated while tristimulus 1 (T1) is weakly correlated with T2
(corresponds to 2nd, 3rd and 4th harmonics) and T3 (corresponds to higher harmonics). This concludes the fact

Stdev Mean Stdev Mean Stdev Mean Stdev Mean Stdev Mean

Tabla 1 24.341 178.732 36.927 302.998 124.346 640.864 195.905 1181.595 242.300 2170.102
Tabla 2 31.433 178.149 61.536 315.576 45.133 558.249 236.912 1130.017 245.908 1996.191
Tabla 3 27.200 178.310 23.820 321.220 139.530 565.568 253.916 1307.372 393.874 2228.098
Tabla 4 24.889 306.703 111.122 552.938 165.671 1043.175 261.962 2217.92
Tabla 5 40.109 288.843 159.109 580.582 309.175 1258.977 324.960 1991.757

110-220 220-440 440-880 880-1760 1760-3520
Table 1. Standard deviation and mean of tabla strokes at different sub-bands

Table 2. Correlation coefficients of various timbre parameters

brightness T1 T2 T3 odd Even irregularity centroid

brightness 1 -0.1634 -0.6958 0.7314 0.2169 -0.1544 -0.5954 0.8293
T1 1 -0.2661 0.1582 -0.1359 -0.2269 -0.1771 0.0218
T2 1 -0.9939 -0.1634 0.2567 0.8948 -0.8412
T3 1 0.1830 -0.2370 -0.8964 0.8592
Odd 1 -0.9341 -0.4308 0.2121
Even 1 0.4873 -0.2164
irregularity 1 -0.7318
Centroid 1

that fundamental (corresponds to T1) of tabla stroke is weak compared to its harmonics. Also mid and
higher frequency partials behave similarly. Odd and even harmonics are equally proportionate and are
highly correlated and so tabla strokes are harmonically good to hear. T2 and T3 both have high correlation
with spectral irregularity and spectral centroid. This concludes the fact that high frequency partials have
higher order of irregularity among partials. Also brightness (i.e. centre of gravity of amplitude) and spectral
centroid (i.e. centre of gravity of frequency) are highly correlated.  It is also observed that stroke 'ta' and 'tu'
have low brightness hence energy for all tablas. Since both strokes executes by striking index finger at the
edge and such process of stroke cause weak resonance in the cavity of tabla. Comparing all strokes it is
observed that irregularity among partials are higher for tabla 3 and 4 compared to other tablas.

Stroke 'Ge' of tabla 1 is different from others viz. brightness and centroid both are low and stronger 2nd,
3rd and 4th harmonics and low irregularity. Other tablas show uniformity in timbre for the stroke 'Ge'. Strokes
'Ghe', 'tu','teen' and 'ta' of tabla 3 and 4 are different from others viz. brightness and centroid are too low and
stronger 2nd, 3rd and 4th harmonics and higher irregularity, while other three tablas show uniformity and all
these four strokes are free stroke. For stroke 'thun', tabla 3 and 4 differ from other tablas only in brightness
i.e. its CG of amplitude. Stroke 'ti' of tabla 3 is different from others viz. brightness and centroid both are
low, stronger 2nd, 3rd and 4th harmonics and higher irregularity.  For strokes 're' and 'te', tabla 3 and 4 differs
from other tablas only in irregularity, in which both the strokes are made at the centre circle and both are
damped strokes. Damped strokes have higher brightness and spectral centroid than the free strokes. So this
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concludes the fact that style (nature and intensity) of strokes of player of 1st tabla is different than others.
Also style of strokes is similar for the players of tabla 3 and 4. So the timbral quality of tabla strokes varies
with position of the strokes and style of the stroke. Such timbral diversity makes this instrument so popular
in Indian music.

Table 3. Power in dB2, period in ms and time of occurrence in ms obtained from Torrence wavelet tool.

Stroke Power (dB2) for thick contour of wavelet Period Time
spectrum with 95% confidence level (millisec) (millisec)

Ge 2.5-23 8-16 8-40
0-2.5 24-32 80-120

Ghe 0.82-17 8-16 40-80
Re 0-3 8-12 20-160

3-32 12-48 80-160
Ta 1.3-25 8-32 100-200
Te 0-2.6 8-16 100-200

0-2.6 32-64 80-160
2.6-28 16-32 45-180

Teen 0.35-9.2 8-32 120-160
Thun 0.15-12 8-32 80-120
Ti 0-1.2 8-16 80-200

1.2-31 16-32 80-160
Tu 0.095-17 8-24 320-480
Ge2 0.0077-7.3 8-24 20-80
Ghe2 0.094-16 8-24 20-80
Re2 0.13-45 8-48 60-160
Ta2 0.028-19 8-24 80-160
Te2 0.12-36 8-48 80-180
Teen2 0.059-22 8-32 40-160
Thun2 0.0058-8.4 8-16 20-160
Ti2 0.084-24 8-32 40-160
Tu2 0.0044-6.1 8-32 60-120
Ge3 0.17-38 8-48 20-160
Ghe3 0.038-29 8-24 20-200
Re3 0.048-18 8-48 40-160
Ta3 0.042-31 8-32 20-160
Te3 0.026-30 8-32 20-160
Teen3 0.0092-14 8-24 40-160
Thun3 0.097-29 8-32 40-160
Ti3 0.092-46 8-32 20-160
Tu3 0.053-30 8-24 20-160
Ge4 0.051-23 8-16 8-60
Ghe4 0.038-29 8-24 40-160
Re4 0.093-29 8-16 20-160
Ta4 0.021-12 8-16 80-120
Te4 0.031-19 8-24 80-160
Teen4 0.0058-9.1 8-16 40-120
Thun4 0.0073-7.8 8-16 40-80
Ti4 0.31-43 8-24 20-160
Tu4 0.0074-6.7 8-24 40-100
Ge5 0.12-22 8-24 20-100
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Ghe5 0.0075-5.2 8-16 40-60
Re5 0.037-25 8-16 20-160
Ta5 0.0096-11 8-24 100-120
Te5 0.013-14 8-24 120-160
Teen5 1.3-86 8-24 0-40
Thun5 3.6-70 8-16 0-40

0-3.6 8-16 40-60
Ti5 0.073-20 8-32 40-160
Tu5 1.4-39 8-16 8-40
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7. SPECTRAL ENVELOPE

By decomposing a time series into time-frequency space, one is able to determine both the dominant modes
of variability and how those modes vary in time. The spectral envelope, which embodies a wealth of
information, is really a "zoomed-out" view of the power spectrum. What determines the shape of the envelope
is basically the location of dominant peaks on the periodic scale16 . For the Morlet, which has several smooth
oscillations, the period is a well-defined quantity which measures the approximate Fourier period of the
signal. With the help of Torrence wavelet tool we can locate the individual locations of high power. We also
made contour plot using the Morlet wavelet of the wavelet power spectrum with white spectrum (with a flat
Fourier spectrum) and colored spectrum (increasing power with decreasing frequency). By this we can
know the time intervals in which certain band of frequencies exist. It involves a transform from a one-
dimensional time series (or frequency spectrum) to a diffuse two-dimensional time-frequency image with
statistical significance tests. Wavelet spectra of two tabla strokes ge and re only are shown in figure 3 here
but power, period and time of occurrence for all strokes for all tablas are shown in table 3 and their confidence
level were measured.
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From table 3 it is clear that the most prominent power is not obtained immediately after strokes. This
corroborated with the fact that tabla strokes have weak fundamental but strong mid frequency harmonics.
Only Tabla 1 shows white contour of 95% confidence level while other tablas don't not show any white
contour. Strokes of Tabla 1 are different from all others. Periodicity of change of power shows uniformity for
all tablas. Difference in power and periodicity occur only due to stroke strength. Variance of power with
period is more for free strokes than damped strokes.

8. CONCLUSION

With the help of wavelet tools we can precisely distinguish individual strokes which may lead to

(i) Categorization of tabla viz. (a) tabla 1 differs from other four tablas; (b) tablas with smaller diameter
produce more harmonics than tablas of larger diameter; (c) stroke at the edge (3rd circle) produces
weak resonance in the cavity of tabla and hence produce low energy sound while stroke at the 2nd

circle produces strong resonance in the cavity of tabla and hence produce high energy sound .

(ii) Categorization of tabla strokes viz. (a) damped strokes are more powerful (energetic), higher
irregularity in its harmonics and also posses larger number of harmonics than free strokes; (b) tabla
strokes have weak fundamental. (c) attack peak reaches faster in free strokes than the damped strokes.
(d) time to reach MPF is less for damped strokes compared to free strokes. Hence this percussion
instrument is different from others.

(iii) Style of tabla player viz. (a) players of 1st and 2nd tablas made the strokes consistently; (b) style of
strokes of player of 1st tabla is different than others. (c) also style of strokes is similar for the players
of tabla 3 and 4. So stroke technique plays a central role in tabla repertoire, because it can be extensively
elaborated, and because it is simpler to annotate than fully improvised sections. So table players
make attempt to chose variety of strokes for improvisation.

Fig. 3. Wavelet spectra of two tabla strokes ge and re
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(iv) Generate electronic tabla with synthesizing a wider variability of strokes.

(v) The two drums of the tabla produce many different timbres. Tabla strokes have unique harmonic
and timbral characteristics at mid frequency range and have no uniqueness at low frequency ranges.
This help it to facilitated the development and transmission of a sophisticated solo repertoire. In
addition to the rhythmic complexity of tabla music, it is its timbral beauty and diversity that
distinguish it from other percussion instruments.

(vi) It can be use for e-learning in which a amateur learner can compare their strokes with some standard
strokes by analyzing the strokes.
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ABSTRACT

Noise reduction in an engine is the crucial phenomenon to have reduction in the pollution levels is
the key parameter to investigate. In the noise prediction or reduction, sound power level; sound
pressure, intensity mappings etc, are considered; however sound power level is of primary concern
in diagnosing the combustion problem in an engine. Experimentation has been carried out on four
stroke single cylinder water cooled diesel engine and investigations are made on sound power
radiated by all its surfaces i.e., front, rear, left, right and top at various frequencies. The sound
power level of the surfaces is noted at 1/3 octave frequency. From the sound power level sound
power radiated by different surfaces at various frequencies are evaluated for three different load
conditions. Maximum sound power is observed from our investigation in the frequency range of
200 Hz to 4 kHz. The 1/3 octave analysis elucidates maximum amplitude at 800 Hz, which is an
indication of combustion problem generally, combustion problems fall in the band width from 600
Hz to 1200 Hz. Since combustion problem is a major problem in emanating noise, it usually reflects
in all directions /sides of noise measurements around the engine.

1. INTRODUCTION

Noise is, to a great extent, purely subjective personal phenomena, perhaps an unwanted sound. Noise does,
however, have two basic characteristics. The first is the physical phenomenon which can be measured and
thus used in technical specification. The second is the psycho acoustical characteristic which attempts to
judge the effect of noise on human beings. Sound and noise related aspects and the inherent relationship
have been well discussed by earlier researchers. Engine combustion related noise and vibration aspects
have been presented in literature.

Sound power radiated by various components of an engine are evaluated and ranked. The study is
carried out to understand the engine noise characteristics of sound power radiation of the engine. The two
microphone sound intensity technique has been used to locate major noise sources in an engine after ducting
away the exhaust noise with the help of a long pipe.

Sound Power Level cannot be measured directly and evaluated from sound pressure measurements.
Sound Power Level, since it is a measurement of noise unaffected by such factors as the engine's distance
from the hearer, is used as the basic measurement for comparing noise levels of engines, as well as noise
levels at different operating points of the same engine.

© 2014 Acoustical Society of India
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2. SOUND POWER LEVEL

In defining the noise generated by the engine, it is best to define the noise emanating from the source. This is
called the Sound Power Level and is independent of the environment. Sound Power Level on a logarithmic
scale is given as:

PWL = 10 log (I/I0)

where,

I = acoustic power of the source

I0 = acoustic reference power i.e., 1 pW

Sound power of the control surfaces in different one-third octave frequency bands ranging from 200 Hz
to 4 KHz and the percentage contribution of each frequency bands to the overall sound power of five surfaces
are evaluated for all engine operating conditions. The magnitude of the sound power radiated from all
surfaces of the engine in the 1/3 octave band center frequency range from 200 Hz to 500 Hz & 3150 Hz to
4000 Hz are low for all engine operating conditions compared with the frequency range 630 Hz to 2500 Hz.
In this frequency range, acoustic power values are considerably higher at the frequency of 800 Hz in which
the highest sound power values exist.

2. LITERATURE REVIEW

Physically, the sound intensity is energy vector that describes the amount of the sound energy passing
through the observed surface as well as its direction. The sound intensity is the time-averaged product of the
sound pressure (p) and particle velocity (v) [1, 2]

I = p. v

The acoustic diagnostics field, in which the sound intensity is applicable, was given as the examples
whose results confirm the excused choice of the measurement method [3].

As an alternative to the sound pressure level measurement method, sound intensity was utilized to
focus on the noise transmission through individual building elements.

Additionally, sound pressure measurements were conducted adjacent to the building elements, including
windows, doors, walls and roof, to enable calculation of sound power levels. A comparison of the results
achieved for the two methods is discussed [4].

4. EXPERIMENTATION

For the present study single cylinder four stroke water cooled direct injection diesel engine is used. It is
installed in the engine test cell and is coupled with the eddy current dynamometer on a bed frame and the
bed is mounted on the concrete floor. The exhaust line is ducted outside the room to isolate the aerodynamic
noise so as to determine the engine surface radiation only in the experiment.

For three different loads, measurements are taken for investigating the effect of speed and load on
sound intensity profile and sound power radiation of the test engine at the following load combinations at
constant rated speed of 1500 rpm such as No load, 60% load & 90% load.

 5. EXPERIMENTAL SETUP

Diesel engine with rated power 5.2 KW and rated speed of 1500 rpm is used for the present experiment
shown in Fig.1. Since single cylinder DI diesel engine of about 0.661 liter capacity are widely used in stationary
power sources in urban areas, powering agro-appliances in rural areas.

Two microphone instrument: The sound level meter B&K 2260 and the intensity probe used in the
present experiment is B&K 2683 two- microphone intensity probe shown in Fig. 2. An 8 mm spacer is used.
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It is required to develop the control surfaces, which enclose the sound source i.e. test engine in this case and
make appropriate grids for intensity measurement.

Noise source identification :
Sound power of the control surfaces in different one-third octave frequency bands ranging from 200 Hz

to 4 KHz and the percentage contribution of each frequency bands to the overall sound power of five surfaces
were evaluated for all engine operating conditions.

6. RESULTS AND DISCUSSIONS

The summation of sound power in the specified frequency range contributes 82% to the total at 1500 rpm
and no load condition and only the acoustic power in 800 Hz frequency band has 21% of total sound power
produced by the test engine. This frequency range also contributes higher sound powers in other operating
conditions showing the values of 85% at 1500 rpm & 60% load, 85% at 1500 rpm & 90% load condition. Out
of these values, only the 800 Hz frequency band contributes 23% at 1500 rpm & 60% load, 24% at 1500 rpm
& 90% load condition. These numerical figures indicate that almost all of the acoustic energy from the engine
is released in this important frequency range from 630 Hz to 2.5 KHz and the critical frequency for the test
engine is 800 Hz. The engine heterogeneity in combustion creates such a high order frequency which is
source for the engine cylinder vibration. This frequency covers to 21 to 24% of total acoustic energy released
by the engine in all operating conditions. Sound power distribution of different surfaces of test engine on
this important frequency range at 1500 rpm & no load condition is shown in Fig. 3. And at 1500 rpm and 60%
load operating conditions is shown in Fig. 4, and 1500 rpm and 90% load conditions is shown in Fig. 5 for
clear comparison.

From figs. 3 to 5, it is observed that the critical frequency of all the five engine surfaces is 800 Hz and the
significant frequency range of the engine lies in the frequency range between 630 Hz and 2500 Hz. In this
range higher sound power values have been exhibited. For a particular frequency of 800 Hz, although the
two main surfaces (engine front side and right side) produced the same acoustic power at idling condition
(1500 rpm and no load), however, it is found that a great difference in sound power radiation between the
two surfaces giving 162 µW by the front surface and 110 µW by the right side at 1500 rpm and 90% load
condition. Results reveal that there is much difference of two surfaces it can be supposed that the sound
power of front surface is more sensitive to the load than the right side at this critical frequency. It is noticed
that the sound power radiation for the engine surfaces (Back side & Top side) is greatly increased from 1500
rpm & No load condition to 1500 rpm & 90% load condition, in the critical frequency range of 800 Hz. Sound
power values of 42 µW & 21 µW are greatly increased to 135 µW and 58 µW respectively with an increase of
221% & 176%.

Fig. 1. Experimental setup Fig. 2. Two microphone instrument and
Sound level meter.
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The total sound power radiated by the Diesel Engine in this frequency range at three different load
conditions is plotted in Fig.6. Sound power in each frequency band represents summation of sound powers
from five surfaces of the Diesel engine at the same frequency band. 800 Hz, 1/3 octave center frequency
band is located as significant in its region both in Figs. 3, 4 & 5. Showing sound powers in this frequency are
obviously higher, the significance is clearer in the overall engine sound power spectrum shown in Fig.6.
especially at high load conditions (1500 rpm and 90% load).It can therefore be suggested that noise level of
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the test engine can be effectively reduced by tuning the structural vibrations of engine move away from the
critical frequency mode (i.e. 800 Hz) and distribute to other frequency bands.

7. CONCLUSIONS

From the investigations made it is found that:

� Maximum spectral power is obtained at 800 Hz frequency, with the running condition of the engine
has its frequency synchronizing with the 1/3 rd octave frequency of 800 Hz which may be a factor
to cause failure of the engine component.

� Care should be taken to overcome the synchronizing of the frequencies through its design or other
factors.

Fig. 5. Acoustic Power Distribution of Different Surfaces on
1/3 octave band at 1500 rpm & 90% Load Torque
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