
ISSN 0973-3302

Volume 42            Number 1            January 2015 

A Quarterly Publication of the JASI

http://www.acousticsindia.org

OCIS E TL YA  OCI FT  S INU D
O IAC  A

AA A ~Ae ekr xk/ tk s h ku r e

JOURNAL OF 

ACOUSTICAL SOCIETY 

OF INDIA 

J
o

u
rn

a
l o

f A
c

o
u

s
tic

a
l S

o
c

ie
ty

 o
f In

d
ia

 
V

o
lu

m
e
 4

2
     N

u
m

b
e

r 1
    J

a
n

u
a

ry
 2

0
1

5
     p

p
  1

-6
0



CHIEF EDITOR:

B. Chakraborty
CSIR-National Institute of Oceanography
Dona Paula,
Goa-403 004
Tel: +91.832.2450.318
Fax: +91.832.2450.602
E-mail: bishwajit@nio.org

ASSOCIATE SCIENTIFIC EDITOR:

A R Mohanty
Mechanical Engg. Department
Indian Institute of Technology
Kharagpur-721302, India
Tel. : +91-3222-282944
E-mail : amohantyemech.iitkgp.ernet.in

The Journal of Acoustical Society of India is a refereed journal of the Acoustical Society of India (ASI). The ASI is a   
non-profit national society founded in 31st July, 1971. The primary objective of the society is to advance the science of 
acoustics by creating an organization that is responsive to the needs of scientists and engineers concerned with acoustics 
problems all around the world.

Manuscripts of articles, technical notes and letter to the editor should be submitted to the Chief Editor. Copies of articles 
on specific topics listed above should also be submitted to the respective Associate Scientific Editor. Manuscripts are 
refereed by at least two referees and are reviewed by Publication Committee (all editors) before acceptance. On 
acceptance, revised articles with the text and figures scanned as separate files on a diskette should be submitted to the  
Editor by express mail. Manuscripts of articles must be prepared in strict accordance with the author instructions.

All information concerning subscription, new books, journals, conferences, etc. should be submitted to Chief Editor:

B. Chakraborty, CSIR - National Institute of Oceanography, Dona Paula, Goa-403 004,
Tel: +91.832.2450.318, Fax: +91.832.2450.602, e-mail: bishwajit@nio.org

Annual subscription price including mail postage is Rs. 2500/= for institutions, companies and libraries and Rs. 2500/=    
for individuals who are not ASI members. The Journal of Acoustical Society of India will be sent to ASI members free of 
any extra charge. Requests for specimen copies and claims for missing issues as well as address changes should be sent to 
the Editorial Office:

ASI Secretariat, C/o Acoustics, Ultrasonics & Vibration Section, CSIR-National Physical Laboratory, Dr. KS Krishnan Road, 
New Delhi 110 012,  Tel: +91.11.4560.8317,  Fax: +91.11.4560.9310,  e-mail: asisecretariat.india@gmail.com

The journal and all articles and illustrations published herein are protected by copyright. No part of this journal may be 
translated, reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, 
photocopying, microfilming, recording or otherwise, without written permission of the publisher.

Copyright © 2015, Acoustical Society of India
ISSN 0973-3302

 

The Refereed Journal of the Acoustical Society of India (JASI)

Journal of Acoustical 
Society of India

JASI

Printed at Alpha Printers, WZ-35/C, Naraina, Near Ring Road, New Delhi-110028  Tel.: 9810804196. JASI is sent to ASI 
members free of charge.

Editorial Office:
MANAGING EDITOR

Omkar Sharma

ASSISTANT EDITORS:

Yudhisther Kumar
Devraj Singh
Kirti Soni
ASI Secretariat,
C/o Acoustics, Ultrasonics & Vibration 
Section CSIR-National Physical Laboratory
Dr. KS Krishnan Road
New Delhi 110 012
Tel: +91.11. 4560.8317
Fax: +91.11.4560.9310
E-mail: asisecretariat.india@gmail.com



Journal of Acoustical
Society of India (JASI)

A quarterly publication of the Acoustical Society of India

Volume 42, Number 1,  January 2015

ARTICLES

Effective Thickness and Eigenmodes of a Plate
with Blind Holes

Dubois Jérôme and IngRosKiri ............................................................. 1

Characterisation and Evaluation of Viscoelastic
Material Properties

V.V.S. Bhaskara Raju and T. Subrahmanyam ..................................... 8

Use of Hand held Array for nvh Measurement in the
Automotive Industry

Svend Gade, Jesper Gomes and Jørgen Hald .....................................17

Practical Prediction Models for Building Acoustics

Eddy Gerretsen and Mahavir Singh .................................................. 24

Artificial Neural Network Modeling for Estimating the
Grain Size in Austenitic Stainless Steel Using Ultrasonic
A-scan Signals

P. Madhumitha, S. Ramkishore, N. Chandrasekhar,
M. Vasudevan and P. Palanichamy ....................................................35

Multi-user and Multi-resolution Localization Algorithm

Nadia Aloui, Kosai Raoof and Ammar Bouallegue .............................. 46

A Numerical Study to Optimize A Partially  Covered
Damping Structure

Selmen Naimia, Samir Assaf and Mohamed Ali Hamdi ..................... 54

 INFORMATION

Information for Authors Inside back cover

JASI

B. CHAKRABORTY
    Chief Editor

OMKAR SHARMA
    Managing Editor

A R MOHANTY
    Associate Scientific Editor

Yudhishter Kumar Yadav
Devraj Singh
Kirti Soni
    Assistant Editors

EDITORIAL BOARD

M L Munjal
    IISc Banglore, India

S Narayanan
    IIT Chennai, India

V R SINGH
    PDM EI New Delhi-NCR, India

R J M Craik
    HWU Edinburg, UK

Trevor R T Nightingle
    NRC Ottawa, Canada

B V A Rao
    VIT Vellore, India

N Tandon
    IIT Delhi, India

J H Rindel
    Odeon A/S, Denmark

E S R Rajagopal
    IISc Banglore, India

G V Anand
    IISC Banglore, India

S S Agrawal
    KIIT Gurgaon, India

Yukio Kagawa
    NU Chiba, Japan

D D Ebenezer
    NPOL Koch, India

Sonoko Kuwano
    OU Osaka, Japan

Mahavir Singh
    CSIR-NPL, New Delhi, India

A R Mohanty
    IIT Kharagpur, India

Manell E Zakharia
    IIT Jodhpur, India

Arun Kumar
    IIT Delhi, India

S V Ranganayakulu
    GNI Hyderabad, India



Effective Thickness and Eigenmodes of a Plate with Blind Holes

Journal of Acoustical Society of India 1

Journal of Acoustical Society of India : Vol. 42, No. 1, 2015 (pp. 1-7)

Effective Thickness and Eigenmodes of a
Plate with Blind Holes

Dubois Jérôme and IngRosKiri
Instrumentation&Signal Processing(ISP) Section, ESPCI ParisTech,

CNRS UMR 7587, 1 Rue Jus-sieu, 75005 Paris, France.
e-mail: jerome.dubois@espci.fr

[Received:12.12.2013; Revised: 28.03.2014; Accepted: 10.07.2014]

ABSTRACT

In order to focus ultrasound in air, generally, a focused transducer or a transducers array with
beamforming are used. We have recently shown that it is possible to focus acoustic waves in air
with a thin square plate using time reversal process. This device allows focusing the acoustic waves
with a small number of transducers. The contrast of focusing is enhanced proportionally to the
square root of the number of modes of the plates. This can be made, for example, by drilling an
array of resonant blind holes in the plate. Near the first frequency resonance of the blind holes, the
dispersion relation of a phononic crystal composed of a plate with blind holes has flat bands along
all the principal directions of the Bloch wavenumber. This means that there are localized modes
inside the blind holes, so we can expect a local augmentation of the eigenmodes of this plate near
these flat bands. The question is: can we determine the increase of modes of a plate with blind
holes? In order to do that, we have studied the cumulative eigenmodes as a function of the frequency
of simple plates and plates with blinds holes using ComsolMultiphysics. The cumulative eigenmodes
of a simple plate increase linearly with the frequency and analytical formula of this increase can be
found in the literature. For the plate with blind holes, there is local augmentation of the cumulative
eigenmodes around the resonances of the blind holes. However, they increase linearly between these
resonances with the same slope which is greater than the case of the simple plate with same thickness.
This means that this plate behaves like an effective plate with a lower flexural rigidity. Considering
that the plates are made with a unique material (because the blind holes are drilled into the plate), the
Young's modulus, the Poisson's ratio and the mass density of the effective plate are identical to the
ones of the initial plate. So the only property remaining is the effective thickness.This effective thickness
has been deduced numerically by minimizing the error between the analytical curve of the cumulative
eigenmodes and the one obtained with ComsolMultiphysics. It appears that the effective thickness is
defined by the average of the mean thickness of the plate and the thickness defined by the mean
flexural rigidity. On all our simulations this effective thickness differs from the one obtained
numerically by less than 3%. Moreover, the local augmentation of the eigenmodes around the
resonances of the blind holes has been calculated and is roughly equal to the number of blind holes.
With these results we are able to predict the augmentation of the cumulative eigenmodes as a function
of the frequency for a plate of any shape with a regular or random array of blind holes.

1. INTRODUCTION

Acoustic focusing is widely used in medical imaging or non-destructive evaluation. In order to fo-cus
ultrasound in air, generally, a focused transducer or a transducers array with beamforming are used. We

© 2015 Acoustical Society of India
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have recently shown that it is possible to focus acoustic waves in air with a thin square plate using time
reversal process [1].With this device,it is possible to focus acoustic waves with a small number of transducers
but with a non optimal contrast level.

The contrast of focusing is enhanced proportionally to the square root of the number of modes of the
plates [2]. So the contrast of focusing can be improved by drilling an array of resonant blind holes in a plate
for example. Indeed, the dispersion relation of a phononic crystal composed of a plate with resonant blind
holes has flat bands nearthe first frequency resonance of the blind holes,along all the principal directions of
the Bloch wavenumber.This means that there are localized modes inside the blind holes, so we can expect
a local augmentation of the eigenmodes of this plate near these flat bands. Moreover the flexural rigidity of
the phononic crystal seems to be lower than the one of a simple plate [1].

The goal of this paper is to predict the augmentation of eigenmodes of a plate with blind holes compared
to a regular thin plate. In order to do that, we first study the cumulative eigenmodes of different regular
and drilled plates. It appears that the cumulative eigenmodes of plates with blind holes increase linearly
with the frequency such as for the regular plates, expect in the vicinity of the resonances of the blind holes.
Then we extract an empirical expression of the effective thickness of an equivalent plate which has the
same cumulative eigenmodes behaviour. Moreover we determine the local augmentation of the eigenmodes
due to the resonances of the blind holes.

2. NUMBER OF EIGEN MODES IN A PLATE

In this section, we present the evolution of the cumulative eigenmodes in a plate for different geometries, areas
and types of plates. The two geometries consider here are square plates and chaotic cavities which consist in
a disk with one segment cut off (Fig. 1). These plates can be regular (plate with the same thickness everywhere)
or with blind holes drilled into them. In a first part, we present an analytical expression of the cumulative
eigenmodes in a regular rectangular plate. Then w compare this formula with the cumulative eigenmodes
obtained by numerical simulations made with COMSOL. After, we look at the evolution of the cumulative
eigenmodes for plate with a periodic or random array of blind holes.

2.1 Regular plates

2.1.1  Theory

We consider here the flexural vibrations of a plate using the Kirchhoff theory. The flexural wave equation of
motion of a plate of thickness h0 is given by:

( ) ( )2
2

0 2

,
, 0,ρ

∂
∆ + =

∂
w t

D w t h
t

r
r (1)

where w (r, t) is the vertical displacement of a point at the position r and time t and ∆ is the Laplacian operator.
( )3 2

0 12 1D Eh ν= −  is the flexural rigidity of the plate, E, ν and ρ are the Young's modulus, the Poisson's ratio
and the mass density of the plate respectively. The equation (1) leads to the dispersion relation:

2
4 0 ,

h
k

D
ρ ω

= (2)

where ω is the angular frequency. In this case, Xie et al. [3] have shown that the cumulative eigen-modes N (k)
of a rectangular plate of length L and width l, with free boundary conditions, is given by:

( ) ( )
2

,
4

k Ll k
N k L l δ

π π
= + + − (3)

whereδ is a corrective constant.

2.1.2  Numerical results

Numerically, the cumulative eigenmodes are obtained using the Mindlinplate's model of the soft-ware
COMSOL. The two geometries studied here are presented in the figure 1. We consider a Duralumin plate of
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Fig. 1. Geometry of the plates: the square plate (left) and the chaotic cavity (right).

Fig. 2.Cumulative eigenmodes of the plates of area A1 (green), A2 (blue) and A3 (red), a: obtained
numerically (solid lines) and analytically (dotted lines);b: obtained numerically for the square plates

(solid lines) and for chaotic cavities (dotted lines).

thickness h0=1 mm with a Young's modulus, a Poisson's ratio and a mass density equal to 74 GPa, 0.33 and
2790 kg.m-3 respectively. We have determined the cumulative eigen-modes of these plates for three different
areas: A1=0.01 m2, A2=2.25 A1 and A3=4 A1. These areas correspond to L1=100 mm, L2=150 mm and L3=200 mm
respectively for the square plate and R1=62.9 mm, R2=94.35 mm and R1=125.8 mm respectively for the chaotic
cavity.

The cumulative eigenmodes obtained with COMSOL and with Eq. (3) are reported on Fig. 2.a, they
increase linearly with the frequency. The value of δ is found to be roughly equal to four by minimizing the
square relative error between Eq. (3) and the numerical results, without taking into account the static
eigenmodes of the plates. The analytical formula fits very well with the numerical curves, the relative error is
less than 5% (except at very low frequency). We can notice that both the analytical formula and the numerical
results count two eigenmodes when there are degenerative modes.

The cumulative eigenmodes of the square plates and the chaotic cavities are represented on Fig. 2.b. It
seems that the evolution of the cumulative eigenmodes of regular plate does not depend on the shape of
the plate but only on the surface and boundary conditions when the degenerative modes are count. So we
can predict the cumulative eigenmodes of a chaotic cavity with the Eq. (3) considering L l A= =  .
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2.2 Plates with blind holes

We now study the evolution of the cumulative eigenmodes of plates in which there are n blind holes of radius
a=5.5 mm and thickness h1=0.1 mm arranged periodically or randomly (Fig. 3). There are n1=25, n2=49 and
n3=100 holes in the plate of area A1, A2 and A3 respectively. This kind of blind holeshas a monopolar resonance
at f=8.2 kHz and a dipolar resonance at f =16.4 kHz [1].

It has been shown that the dispersion curve of a phononic crystal composed of a square array of blind
holes presents flat bands at the first frequency resonance of the blind holes, which means that there are
localized modes in the holes at this frequency [2]. This is confirmed with the cumulative eigenmodes of our
plates because the curves have a jump in the vicinity of the monopolar and dipolar resonances (Fig. 3). One
can notice that the jump is more important at the dipolar than at the monopolar resonance.

Except in the vicinity of the resonances, the cumulative eigenmodes increase linearly with the frequency
and with the same slop everywhere. Moreover this slop is more important than the one of a regular plate
with the same area (figure 3.a), this means that the flexural rigidity of the plate with holes is lower than the
one of the simple plate. So, at low frequency, it should be possible to determine an equivalent plate which has
the same cumulative eigenmodes than a plate with scatterers (except for the jumps at the frequency resonances).

The cumulative eigenmodes do not depend on the arrangement of the holes (Fig. 3.b), but the mode
density of the random arrangement is smoother than the one of the periodic array. Moreover the degeneration
of the eigenmodes is broken by the random arrangement of the blind holes. We do not show it here, but we
have the same results for chaotic cavities.

Fig. 3.Numerical cumulative eigenmodes of the platesof area A1 (green), A2 (blue) and A3 (red), a: regular
plates (dotted lines) and plates with a periodic array of blind holes (solid lines); b: plates with a periodic

(solid lines) or random (dotted lines) array of blind holes.

3. PREDICTION OF THE CUMULATIVE EIGENMODES

3.1 Effective thickness

As we have seen in the previous section, the flexural rigidity of the plate with blind holes seems to be lower
than the one of the simple plate. The question is: is it possible to determine the effective properties of the plate
with scatterers? Considering that the plates are made with a unique material (because the scatterers are
drilled into the plate), the Young's modulus, the Poisson's ratio and the mass density of the equivalent plate
are identical to the ones of the initial plate. So the only property remaining is the effective thickness. In order
to determine this thickness, we have counted the eigenmodes of different plates with different numbers and
geometries of blind holes. A priori, the effective thickness can be the mean thickness of the plate:
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( )mt
eff 0 11 ,h h hφ φ= − + (4)

orit can be the thickness which defines the mean flexural rigidity of the plate:

( )mfr 3 33
eff 0 11 ,h h hφ φ= − + (5)

or even the one which defines the mean wavenumber in the plate:

( )
2 2

mw 0 1
eff 2 2

1 0

.
1

h h
h

h hφ φ
=

− + (6)

Empirically we have found that the effective thickness is the mean of mean thickness and the thickness

which defines the mean flexural thickness: ( )mt mfr
eff eff eff 2h h h= + . The comparison between this expression

and the effective thickness obtained numerically by minimizing the square relative error between Eq. (3)
(we minimize the quadratic error by tuning the value of h in Eq. (3)) and the numerical cumulative
eigenmodes is presented in Fig. 4 for various concentrations while kipping h0=1 mm and h1= 0.1 mm. This
process is made on the first linear part of the cumulative eigen-modes, before the first jump of the curves.
Our expression of the effective thickness is accurate (the relative error is less than 3%) except at very high
concentration.

Fig. 4.Effective thickness versus concentration, comparison between ( )mt mfr
eff eff eff 2h h h= +

(black line) and numerical results (red crosses).

3.2 Increase of the eigenmodes in the vicinity of the holes resonances

We have seen in Section 2 that the slop of the cumulative eigenmodes of a plate with blind holes is the same
everywhere except in the vicinity of the resonancesof the holes. Moreover, numerically or analytically we can
determine the effective thickness of the plate. So before the monopolar resonance, the cumulative eigenmodes
can be expressed by Eq. (3) and between the monopolar and the dipolar resonance they can be expressed by
Eq. (3) plus a constant (considering h=heff  in Eq. (3)). This constant is equal to the increase of the eigenmodes
due to the holes monopolar resonance. The same process can be applied after the dipolar resonance in order
to determine the increase of the eigenmodes due to the dipolar resonance. By doing this for different number
of blind holes in a plate with constant area, we access to the increase of the eigenmodes as a function of the
number of holes as we can see in Fig. 5.a for a plate of area A3 with different number of blind holes of radius
a =2.5 mm and thickness h1=0.1 mm. The increase of eigenmodes can be expressed as a linear function of the
number of holes n : ( ) 1 2N n Y n Y= +   where the increase factor Y1 is close to 1 (for the monopolar resonance) or
2 (for the over resonances) and Y2 is a small corrective constant.
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Fig. 5.a: increase of eigenmodes due to the monopolar (black) and dipolar (red) resonances, numerical
simulation (cross) and linear interpolation (solid line); b: increase factor Y1 versus h1/h0, numerical

simulation (red cross) and quadratic interpolation (black line).

By determining the increase factor for different types of blind holes, it appears that this factor decreases
with the ratio h1/h0 (Fig. 5.b):

2

1 1
1

0 0

11,73 0.65 0.99,
h h

Y
h h

⎛ ⎞
≈ − + +⎜ ⎟⎝ ⎠

(7)

for the first resonance. This is probably due to the fact than the more the ratio h1/h0  increases, the more the
resonance is flat. So there is maybe a coupling of the resonances of different holes.

4. CONCLUSION

The increase of cumulative eigenmodes of different types of thin plates has been investigated: regular
plates and plates with a periodic or random array of blind holes. It appears that the cumulative eigenmodes
do not depend on the shape of the plate and on the arrangement of the blind holes. Moreover, for regular plate,
the cumulative eigenmodes are well defined by the formula given by Xie et al. [1] and they increase linearly
with the frequency.

When there is an array of blind holes, there is local augmentation of the cumulative eigenmodes in the
vicinity of the resonances of the holes. Except in these frequency bandwidths the cumulative eigenmodes
still increase linearly with the frequency with a greater slop than in the case of regular plate. This means
that this kind of plate can be described by an equivalent plate which has the same mechanical properties
but with a weaker effective thickness.

This effective thickness is determined numerically by minimizing the square error between the formula
of Xie et al. [1] and the numerical cumulative eigenmodes. It appears, empirically, that this effective thickness
is given by the average between the mean thickness of the plate and the thickness defined by the mean
flexural rigidity of the plate.

The local augmentation of the cumulative eigenmodes is also determined. It appears to be roughly
equal to the number of blind holes in the plate for the monopolar resonance and twice this number for the
other resonances.
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ABSTRACT

Viscoelastic material has a wide range of applications in the field of engineering. For machine tool
structure, the builtin damping generally proves insufficient for a good dynamic performance of
the machine. Additional damping is necessary and can be achieved through Viscoelastic material.
For Electrical machinery requires insulation resistance in different environmental conditions due
to the mixture of pollutants like salt and urea, plus the humidity form a layer on the material that
can become conductor and allow passing currents that will facilitate the conditions of short circuit.
Thermal equipment application requires thermal conductivity of Viscoelastic materials. For this
the material was tested for mechanical, electrical and thermal properties in addition to damping
attenuation.

This paper covers the test methods for evaluation of the properties like physical, mechanical,
viscoelastic, electrical and thermal properties to select its utility for any specific application for
viscoelastic material. Mechanical properties evaluated and methods & values can be compared
with standards. Physical properties and method of testing as per the standard carried out and
compared with British standards & BIS. Electrical properties are compared with IEC standards.
Thermal properties are compared with DIN 52612 standards. Viscoelastic properties are evaluated
with standard experimental tests and are validated with FEA software analysis. For FEA software
validation, three dimensional modelling was done using CATIA. The geometric model was imported
into the GUI through a parasolid file to Patran Software for discretization (meshing), the basic idea
of mesh generation is to generate element connectivity data and nodal coordinate data. For non-
linear structures, hexahedron element is taken for meshing, 3d elements take the form of cubes
called hexahedrons (hexes). The actual forces and boundary conditions were given to the model
and the harmonic response analysis was performed.  The model response at the frequency range
10Hz to 6 KHz are obtained. This was analyzed using Msc. Marc software. Msc.Marc module
developed by Micro software Corporation, USA, is specifically used for the Non-Linear materials.
The material properties for the hyperelastic material was obtained by curve fit of experimental
uniaxial (Stress vs. Strain) test data with standard material model using Msc. Marc Software to
analyse and compared the frequency response with the experimental damping attenuation.

© 2015 Acoustical Society of India
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1. INTRODUCTION

Viscoelastic material testing is categorized into two categories. One is the testing of unvulcanized material
and other is of vulcanized material.  The most important tests of unvulcanized material compound is the
Mooney viscometry. Curing characteristics and processibility study are also the major studies of the
unvulcanized compounds. For vulcanized samples physical, mechanical, viscoelastic and tribological tests
are very important to evaluate the strength and failure characteristics. Beside these, thermal, electrical and
specific environmental resistance tests are important to qualify material for specific applications.

For successful employments of any viscoelastic material testing in engineering applications are lies on
their ability to meet design and service requirements.The capability of materials to meet the requirements is
determined by the mechanical and physical properties. Physical properties are measured by the methods
not requiring the applications of mechanical force. These physical properties are density, thermal conductivity,
electrical conductivity, coefficient & thermal expensive, specific heat etc, where as mechanical properties
are measured by the application of force. These properties are primarily related to forces and deformation.
These properties are stress, strain, and elongation, reduction in area, hardness, fatigue resistance and facture
toughness.

The present paper mainly focuses on evaluating some of the specific properties of viscoelastic material
like physical properties viz thermal conductivity, electrical conductivity and mechanical properties viz stress,
strain and hardness. For the present study, the author considered EPDM material sample for evaluating
these properties. All the tests were compared with the ASTM and IEC standards, where ever standards are
not available for those tests are compared with Finite Element Analysis.

2. EXPERIMENTAL TESTING METHODS FOR VISCOELASTIC MATERIAL

Different types of tests for evaluating the properties of a Viscoelastic material are discussed in this section.
Basically some of the tests are illustrated i.e., tensile test, hardness, DMA test, electrical and thermal properties.

2.1 Tensile Strength & Elongation at Break
For tensile strength and elongation at break tests were carried out in a universal tensile testing machine as
per ASTM D-412 with the standard requirements as per BS 2751.

EQUIPMENT SPECIFICATIONS

1. Capacity - 500kg

2. Make - HUNG TA

APPLICATIONS

1. Tensile strength -

2. Tear strength -

3. Elongation at break -

4. Adhesive strength -

Fig. 1. Universal Testing Machine
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The Experiment was carried out by using Universal Tensile Test Machine, having 500 N capacity, with
computer aided operating machine provided by software. From the test results to calculate the Tensile
Strength, Shear strength and Adhesive Strength. The stress was calculated as the ratio of observed force to
the cross-sectional area of the unstretched specimen. Elongation for dumbbell specimen was given by:

Elongation Percent 
( )L Lo

x
Lo
−

=

Consider the Viscoelastic material specimen of dumble shape of size 75 mm Gauge Length 75 mm as
shown in the Fig. 2.

Fig. 2. Dumble Specimen for tensile test

2.2 Hardness

This test was carried out in a dead load hardness testing machine and specimen shown in the figure 3 and
4 respectively as per ASTM D-2240.

 Fig. 3. Hardness test equipment  Fig. 4. Hardness test specimens

2.3 Compression set

This test was carried in a special jig under constant strain method as per ASTM D-395. Samples were
compressed up to 25% and kept in a hot air oven at 70°C for 24 hrs.

2.4 Hot air Ageing property using Hot air oven

Test samples like tensile test piece (dumble) and hardness buttons were kept in a hot air oven at 70°C &
after regular intervals samples were removed from hot air oven. Tests were carried out and results were
compared before & after ageing.

2.5 Environmental properties using Hot air oven

Samples were prepared as per ASTM D-371 and were exposed to liquid-B for 22 hrs at 30°C and the change
in weight was measured by noting the weight of samples before and after immersion in test liquid. Sea
water absorption:  Samples were exposed to sea water for 22 hrs at 30°C and the change in volume was
measured by water displacement method.
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2.6 Testing of Viscoelastic properties using DMA (Dynamic Mechanical Analyzer)

This test was carried out in a Dynamic Mechanical Analyzer model No: GABO Eplexor 500 N at Rubber
Technology Division, NSTL, DRDO Laboratory.

Fig. 5. Dynamic Analyzer

Samples were tested for elastic modulus, loss modulus, complex modulus & tanδ in tension mode as a
function of time, temperature and frequency. Temp-Freq. sweep had been carried out between temp.
–50°C to +50°C and frequency from 2 Hz to 10 Hz. Then extrapolation of all the properties with respect to
frequency had been carried out.

2.7 Electrical Testing

For electrical testing the EPDM rubber sample shown in figure 4 (sample size of 300 × 100 × 10 & 300 × 100
x 30 mm was made using 150 ton compression machine) were made to carryout test HV testing using High
voltage testing equipment shown in figure 5) is conducted to determine its performance characteristics.

Fig. 6. Electrical testing sample
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Performance characteristics can be determined by applying voltage the details of the corresponding
leakage current are tabulated and the voltage is varied in steps until the material gets flashover.

Fig. 7. Electrical testing equipment

     The material begins to fail when the pollutants that exist in the air settle in the surface of the material
and combine with the humidity of the fog, rain, or dew, so in order to  determine the efficiency of the
material it is needed to be tested in different environmental conditions, so that the rubber material is first
tested in dry condition by applying voltage and the details of corresponding leakage current are tabulated,
from the obtained voltage and leakage current readings V-I characteristics are plotted. In the same way the
rubber material will be tested in wet condition and in polluted conditions.For all consumer and mechanical
devices, the safe values of leakage currents are specified by IEC950 safety standard, values for double
insulated and grounded devices are listed in table.1.

Table-1. Leakage current values from IEC950 standards

S.No. Device insulation type Maximum Safe leakage current

1 Double insulated 0.25 mA

2 Grounded hand held 0.75 mA

3 Movable 3.50 mA

4 Stationary (Not Mounted) 4.00 mA

5 Stationary (Permanently Mounted) 5.00 mA
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2.8 Thermal Testing

It was conducted using hot plate method for EPDM with the two same samples of Viscoelastic material.
The amount of heat and thermal conductivity of the samples were calculated as per ASTM - E 1530.

2.9 Damping Testing

An F.F.T. analyzer was used for generating the input signal (the excitation) and the output signal (the
response) to produce the Fourier Response Frequency spectra in-order to account for damping criteria.

Fig. 8. Block Diagram of FFT Analyzer

Fig. 9. FFT Analyzer experimental setup

2.10 Validation of Damping Testing

The CLD model was analyzed with the actual boundary conditions to study the frequency response of the
model. The model was developed using CATIA v5 R17.The model was meshed using Msc.Patran with
Hexa element. Meshed model was analyzed using Msc.Marc Software. The model and Harmonic analysis
was done to validate with the experimentation results.
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Table-2. Mechanical and Physical properties

Mechanical and Physical Properties Composition  - A Composition - B

Tensile Strength (MPa) 13.00 2.0

Elongation at Break (%) 390 565

Hardness (IRHD) 65 35

Compression Set (%) (70°C for 24 hrs ) 8.50 21

Resistance to Liquid-B (Change in Weight %) +18.63 +33.76

Sea water Absorption (Change in Volume %) +0.70 +0.95

Hot Air Ageing at 70°C for 72 hrs

Change in Tensile Strength (%) - 2.5 - 11.5

Change in Elongation at Break (%) - 6.0 - 21

Change in Hardness (Shore - A) + 1 + 2

Table-3. Electrical properties of Viscoelastic material with compound A & B

S.No. TEST  TYPE withstandability withstandability
Composition-A Composition-B

kV kV

1 Dry test 10.5 5

2 Wet test 7 5

3 Pollutant Urea 7.5 4.5

4 Non Pollutant Urea 7 4

5 Pollutant Salt 6.5 5

6 Non Pollutant Salt 6 4.5

Table-4. Thermal Conductivity properties

S.No. Viscoelastic Property Standard Results Specified
Material Obtained Requirements

w/mk

1  Compound-A Thermal Conductivity ASTM 0.264 -
E-1530

2  Compound-B Thermal Conductivity ASTM 0.207 -
E-1530

3. RESULTS AND DISCUSSION

The tests were conducted for evaluation of tensile strength, elongation at break, hardness, compression set,
hot air aging, The mechanical and physical properties of the materials are evaluated and are tabulated in
the table.2.  Table.3 and Table.4 shows the Electrical properties and thermal properties of Viscoelastic
material with compound A & B.
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Damping test results (Frequency response test results) are shown in the following graphs Figure.10 (a)
and Figure.10 (b) plotted between frequency vs. decibels.

Fig. 10 (a) Experimental damping results on EPDM - Composition A

Fig. 10 (b) Experimental damping results on EPDM - Composition B

Validation of damping test results with Msc.Marc FEA Software are shown in the following graph
Figure 11 shows the graph plotted between frequency vs. decibels

Fig. 11. Frequency Response of CLD & Base layer Software Result for EPDM - Composition A
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4. CONCLUSIONS

a. It is evident developed EPDM rubber compound reduces surface vibration in mode of CLD
treatment.

b. EPDM compound A is suitable in the frequency range up to 7 kHz reducing vibration levels 1-9
dB. In the frequency extrapolation this composition shows linear values for all modulus and loss
factor up to 10+12 Hz.

c. EPDM compound B is suitable in the frequency range up to 3.5 kHz reducing vibration levels 1-5
dB. In the frequency extrapolation this composition shows linear values for all modulus and loss
factor up to 10+7.5 Hz.

d. Developed EPDM compound is suitable electrical structural applications with environmental
conditions as per standards IEC 950. EPDM rubber compound A is able to with-stand 5 to 10 KV
with minimum leakage current when compound with EPDM compound B. EPDM compound A is
having better damping properties than EPDM compound B in the frequency range upto 6.3 kHz.
EPDM compound A is best suited for damping along with electrical properties.

e. If we consider the cost effectiveness for the application of CLD, composition B is cheaper than
composition A.

f. If we consider thermal conductivity along with structural damping composition B is best suited.
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ABSTRACT

The use of microphone arrays has been greatly extended within the last decade. This paper
summarizes how a small double layer array with typically 128 microphones can be used in
automotive NVH cabin measurements for mapping various acoustical properties. There are four
major applications. The first one is General Patch Holography of basic acoustical quantities like
sound pressure, particle velocity and sound intensity. Other applications are In-situ absorption
measurement, intensity component analysis (e.g. incident, reflected, scattered, net intensity etc.)
and panel contribution. Some measurements are done in operational condition and some are
reference laboratory measurement of typical Frequency Response Functions.Traditional Nearfield
Acoustic Holography, NAH was introduced in the mid 1980'ies. NAH allows you to obtain a
complete model of the sound field in the vicinity of a sound source, i.e. all sound field quantities
(sound pressure, particle velocity, active and reactive intensity) can be calculated in at any location
based of pressure measurements on a planar surface in front of the sound source. In particular, the
sound field can be mapped closer to the surface than the measurement plane, which can provide
very high spatial resolution of the source distribution. NAH was typically implemented in the
spatial frequency domain using a two dimensional (2D) Spatial Fourier Transform. One of the
drawbacks of the original formulation was that the measurement area should adequately cover the
full source plus some "additional" more, so the basic hypothesis that practically all energy of the
sound field radiated into the half-space passes through the measurement window was fulfilled.
The upper frequency limit is given by that microphone spacing must be less than half wavelength
in order to avoid spatial aliasing. Practical measurement were performed using a sub-array and
scan techniques. Reference transducers are needed in order to link the scan measurement together.
Statistically Optimized Nearfield Acoustic Holography, SONAH became a new formulation of
NAH performing the plane-to-plane transformation directly in the spatial domain avoiding the
use of spatial DFT thus avoiding/eliminating windowing and leakage errors associated with FFT/
DFT calculations. SONAH opens up for the use of holography measurements with an array that is
much smaller than the source, e.g. small hand-held arrays and still keeping errors at an acceptable
level. SONAH also opens up for introduction of irregular array geometries that can be used for
both holography measurements (low to medium frequencies) and beamforming (medium to high
frequencies) thus covering the full frequency range.

1. INTRODUCTION

The first application of a small array was patch holography, where you just take measurement where it is
relevant (for example around a door seal for sound leakage detection) rather than measuring around the

© 2015 Acoustical Society of India
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whole vehicle. Today the use of a small array has been extended to several applications such as In-situ
absorption measurement, intensity component analysis (e.g. incident, reflected, scattered, net intensity
etc.) and panel contribution. Also a more precise core holography algorithm - similar to SONAH - Equivalent
Source Method, ESM for measuring on curved surfaces has been developed recently. This paper will give
an overview of the four applications, as well as the new ESM algorithm.

2. EQUIVALENT SOURCE METHOD, ESM

Using ESM the acoustic field is predicted directly by a mesh set of equivalent monopole sources located
inside the vibrating body so the method is suitable for arbitrary source shapes, see Fig. 1. Here the
requirement of having a model that can represent all contributions to the sound field in the test region is
not fulfilled, but because of the short distance between the measurement area and reconstruction area a
good approximation for the local patch can be expected.

Furthermore if the mesh is arranged, so that it surrounds a two-layer microphone array, and with a
part of the mesh surface coinciding with the patch of interest then the requirement of having a model that
can represent all contributions to the sound field in the test region is fulfilled. Global sound field modeling
is then obtained by a series of patch measurement. Furthermore, using an array with two layers, sources
are allowed behind the array, see Fig. 1.

Fig. 1.ESM modeling using Single Layer Array and Double  Layer Array

Fig. 2.Valid region of SONAH algorithm and EMS algorithm

The major difference between SONAH and ESM from an application point of view is that ESM handles
arbitrary shaped sources and curved surfaces better than SONAH, see Fig. 2. SONAH uses a sound field
model in terms of plane propagating and evanescent waves, whereas EMS uses a source model. So where
ESM relies on the definition of a sufficient set of monopole sources this is not the case for SONAH.
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Fig. 3a. Double layer array

3. INSTRUMENTATION

The measurement system is described in details in Ref. [11]. The sound field measuring part consist of a 128
ch. hand held microphone array (Fig. 3a), a 132 ch. LAN-XI front end (Fig. 3b), a positioning system integrated
into the array frame and a pc with dedicated software.

The array has 8x8 microphones mounted in 2 layers, resulting in a total of 128 microphones. The
microphones are spaced 25 mm (various distances 25-50 mm are available) apart in both directions and
with a spacing of 31 mm between the two layers. This results in an upper frequency limit for the array of 5
kHz (spatial sampling limit). Due to corrections for phase response (stored in Transducer Electronic Data
Sheet, TEDS information) the array performs to frequencies very well below 200 Hz. In general TEDS
corrections will improve the available dynamic range over a broad frequency range [13-14]. The array is
connected to the front end via a single cable as shown in Fig. 3b.

A 3D Creator system consisting of an optical sensor unit, a digitizer control unit, a wireless hand-held
probe, and a wired Dynamic Reference Frame enables precise three-dimensional measurement of array
position in real-time as well as capturing of the surface geometry of the device under test.

 Fig. 3b. 132 ch. Front end with single cable

4. APPLICATIONS OF HAND HELD ARRAY

Today four major applications of a small hand held array exist: Patch holography, absorption measurements,
intensity component analysis and panel contribution.

4.1 Patch Holography / Conformal Mapping

This is the fundamental application of a hand held microphone array. First a geometry surface model can
be created by the positioning system or imported from a CAD model. The actual measurements are done
with the small, double layer array, DLA (or single layer array, SLA) mounted on a handle with a builtin 3D
position measurement system, see Fig. 3a. The system continuously determines the positions of the array
microphones relative to some user-defined coordinate system. To map the sound field on a surface larger
than the array, patch measurements are made with the array in neighboring (preferably overlapping)
positions over the surface. In each array patch position, acoustic and position data belonging together is
recorded. Patch positions already visited/measured are displayed in a 3D view along with the real-time
updated current position of the array. Also shown in the 3D view is a surface model of the test object. In
this way, the user is guided in covering the surface area with sufficient array patch positions in order to
obtain a reliable surface mapping result.  To minimize the errors in the patch holography calculations, a
very small measurement distance is recommended, typically equal to half of the microphone grid spacing.
If this is not possible, then patches with significant overlap should be used, avoiding the need to perform
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calculations near the boundaries of the array areas. Typical sound field quantities like sound pressure,
particle velocity and sound intensity can be mapped. Optionally Sound Quality (SQ) metrics like loudness,
sharpness, fluctuation strength and roughness etc. for describing human annoyance can also be mapped.

4.2 In situ absorption measurement

All The double layer array in combination with holography calculations yields the three intensity
components, the net/total intensity, the radiated (from vibration) and absorbed intensity.

Itot (Inet )= Ifront +  Irear = Irad +  Iabs (1)

When measuring for the estimation of surface absorption, a number of loudspeakers must beplaced in
the cabin interior and driven by uncorrelated noise sources, to create a distributed and (close-to) diffuse
excitation field. In this simple case the absorption coefficient, α can be calculated from

Itot = Iabs = αIrear (2)

i.e. α can be calculated when Itot and Irear are known. See Refs. [11,15] for a more detailed discussion.

To illustrate the use of the proposed techniques in an automotive application, measurements were
made with the DLA system in the cabin of a Volvo S60 passenger car to determine the in-situ absorption
coefficient of selected surfaces in the cabin. Firstly, the cabin surfaces to be investigated were digitized
using the 3D position measurement system and dedicated digitizing software. Next, array measurements
were made with the DLA covering the surfaces patch by patch. Four loudspeakers were distributed in the
cabin and driven by white noise to provide the acoustic excitation needed for the estimation of the absorption
coefficient, Ref. [11].

Fig. 4 shows a 3D contour plot of the estimated absorption coefficient on the cabin surfaces for the 200
Hz 1/3 octave band. The absorption coefficient was estimated by first doing 1/3 octave band synthesis of
the estimated total and incident intensities, and then doing area averaging of these quantities over e.g. the
seat or window surface before estimating the final absorption coefficient as the ratio between the two. Fig.

Fig. 4. Contour plot of the estimated absorption coefficient of seat, door, window and roof in a car cabin
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4 shows that in the 200 Hz frequency band the seat has quite a high absorption coefficient compared to the
door, window and roof.

4.3 Intensity component analysis

Consider the radiation of sound from a small surface segment in a cabin environment. Such a surface
segment may radiate sound energy because of external forcing, causing the surface to vibrate, and it may
absorb energy from an incident sound field because of finite surface acoustic impedance. When measuring
the sound intensity over the surface segment with an intensity probe, the total (or net) intensity Itot will be
estimated, while using holography the front and rear sources can be separated. For each principal component
the front and rear source field is separated, See Fig. 5a and Eq. (3).

(ptotal,utotal) = (pfront,ufront) + (prear,urear) (3)

Fig. 5a. Net intensity is a summation of
positive and negative going intensities

Fig. 5b. Positive intensity is a summation of radiated
and scattered intensities

By visualizing Figs. 5a & 5b we can further more set up a couple of additional equations relating the
different intensity components, radiated or entering intensity and (back) scattered intensity. As shown in
Eqs. 4 & 5, it requires knowledge about the absorption coefficient, α measured as described in the previous
chapter.

Iscat = –(1 – α)· Irear (4)

Irad = Ifront – Iscat (5)

The method which is presented here is based on separation of different sound field components via the
spatial sound field information provided by an array. The radiated intensity is estimated as the intensity
that would exist, if the incident (rear) and scattered field components could be taken away. So a free-field
radiation condition is simulated. The idea is to first separate the incident field component into what is
absorbed and what is scattered Eq. (4), i.e. use separately measured information about the scattering/
absorbing properties of the panel to calculate the scattered field, and finally subtract the incident and
scattered fields from the total sound field. In this way the intensity is decomposed into separate components.
Of special interest is the radiated (entering) intensity, which is the amount of sound energy that is entering
into a cabin due to the external forces.
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4.4 Panel contribution analysis, PCA

As a final consequence of being able to map the interior panels in a cabin with a long list of different sound
field quantities, it is also desirable to calculate the contribution from the various panels to the perceived
pressure at the operators/drivers position. The idea was first presented in Ref. [12].

The sound pressure contribution at a position in a cabin from a section ∆Spanel can be expressed as:

, ,ear p Q n u Q
S

p H u H p dS
∆

⎡ ⎤∆ = −⎣ ⎦∫∫ (6)

where p is the sound pressure on the panel section, un is the particle velocity in the normal direction of the
surface, and Hp ,Q , and Hu , Q are the two frequency response functions (FRFs) from volume velocity to
pressure and velocity on the panels.

The FRFs are measured by placing a volume velocity source (VVS) at the target position, e.g., the driver's
ear position and calculating the resulting sound pressure and particle velocity on the panels. This is done
by measuring the sound pressure with a microphone array (DLA) at different positions covering the panels
of interest, and then applying the ESM or SONAH algorithm to get pressure and velocity at the surface.
Using the output from holography together with the measured radiated volume velocity from the VVS, the
FRFs can be directly calculated.

Next, array measurements are performed under operational conditions, and the resulting surface
quantities, p and un, are found by applying the ESM/SONAH algorithm again.

5. SUMMARY/CONCLUSIONS

Patch holography and Absorption coefficient requires only one type of measurements, while Panel
Contribution and Intensity Component analysis is a combination of two sets of measurement (one operational
measurement and one "laboratory" measurement). Patch Holography is performed by measuring close to
the vibrating panels in order to map the noise radiation. Absorption measurements are done the same way
except that the panels are absorbing sound, which has to be generated by loudspeakers.

Intensity Component Analysis requires measurement of the absorption coefficient in combination with
a Patch Holography measurement in operational condition. In this way the measured intensity can be
decomposed into its various components.

Panel contribution (f.ex. to the drivers ear position) requires measurements of Frequency Response
Functions (FRF) by use of a Volume Velocity Source, VVS from listening position (drivers ear) to the panels
of interest in combination with measuring the Patch Holography patches in operational condition.
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ABSTRACT

The acoustic performance of buildings is an important aspect of the quality of the environ-ment in
which we live and work. It concerns the airborne and impact sound insulation be-tween rooms, the
sound reduction by facades for outdoor sounds, mainly traffic noise, the sound levels due to service
equipment in buildings and the reverberant sound in common areas like staircases or corridors. In
various countries requirements are specified for some or all of these aspects. How to achieve the
required building performance has long been based on experience in construction and a trial-and-
error approach by builders. In times that the building methods and materials only change gradually
there is indeed time enough to gain the necessary experience in that way. But construction methods
are changing more and more, new materials are introduced to the market and the call for an
improved building performance becomes louder nowadays. And that is the case for new buildings
as well as for renovating and improving the existing building stock, a task that will become
increasingly important. This means there is no time anymore to gain experience by making mistakes,
it becomes ne-cessary to design the required quality. In order to do so prediction models, simulation
models, for the sound transmission in buildings are needed and the appropriate product data on
buildings elements as input to those models. This need became obvious at the time the EU started
to create the common market for building products around 1990, so this momentum was used
within CEN, the European Standardization Organization, to start working on such models that
specify the link between the acoustic performance of building elements and the performance of
buildings. This resulted in the standard series EN 12354 of which the first parts were published in
2000 and the last of the six parts has become final in 2009. The first four parts have also been
accepted as ISO standard, ISO 14712, being identical to the CEN standards. This paper will give a
short overview of the standards, their influence on newly developed product standards and the
ongoing activities in extending and improving the standards.

1. INTRODUCTION

The acoustic performance of buildings is an important aspect of the quality of the environment in which we
live and work. There is currently a clear need to be able to predict the acoustic performance in the design
stage. To this end prediction models, simulation models, have been developed and standardized standard
series EN 12354 of which the first parts were published in 2000 and the last of the six parts has become final
in 2009 [1]. The first four parts have also been accepted as ISO standard, ISO 14712, being identical to the
CEN standards.
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2. PREDICTION MODELS

2.1 Airborne and impact so und insulation

EN 12354 1 & 2 deal with the prediction of airborne and impact sound insulation between rooms. This
could be based largely on earlier research, at least for more or less homogeneous structures [2]. The sound
transmission between rooms is divided in the transmission by different transmission paths; see figure 1.
For each path the transmission of sound power is considered. Though originally derived in a different way,
this approach is essentially equal to a SEA-modelling of the sound transmission [3]. But instead of typical
SEA quantities, the model uses well-known quantities as the sound reduction index R of all involved building
elements and the normalized impact sound pressure level Ln of floors as measured in accordance with
ISO 10140 [4].

Fig. 1. - Illustration of airborne and impact sound transmission path with relevant quantities.

In order to get a practical quantity that describes the sound transmission through junctions, Kij, use has
been made of the principle of reciprocity in deriving the relations. And at least for relatively heavy building
elements the field performance is influenced by the in-situ damping of the elements as mainly determined
by the surrounding building structures. This can be taken into account through estimation of the structural
reverberation time. However, taking average field values for the damping the most simple form for the
flanking sound reduction index Rij and the normalized impact level Ln,ij for transmission path ij can be
written as in eq. 1 and 2.

While for floor coverings and floating floors a method to measure the improvements is available (∆L,
ISO 140-8), this was clearly missing for linings and suspended ceilings (∆R). Hence this work item was
added and included in the current laboratory standard [4]. However, the main missing aspect was the
performance of junctions between building elements as characterised by the vibration reduction index Kij.
Historical data have been used to give estimates for common junctions in the standard, while a laboratory
measurement standard was established: ISO 10848 [5]. This standard then also covered the measurement
of the total flanking transmission by element combinations, including suspended ceilings and raised floors,
formally treated in some of the ISO 140 parts. The remaining parameters follow from the dimensions of the
considered situation (junction length lij, area of the separating element Ss and the area of the excited element
Si).
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Fig. 2. – Measured and calculated sound level differences between living rooms;
illustration of effect of an acoustic lining (∆Rw =16 dB).

Figure 2 illustrates some prediction results in comparison with measurements for the sound reduction
between rooms with a separating brick wall of 465 kg/m2. Both measurements and prediction result in
DnT,w = 57 dB. To improve the situation an acoustic lining is applied at one side of the wall; this lining
showed an improvement of ∆Rw = 16 dB in the laboratory. Both measurement and prediction show only an
improvement of about 3 dB in the actual field situation, clearly showing the effect of flanking transmission.

2.2 Façade insulation and radiation

In EN 12354 3 & 4: the sound transmission through facades is treated, either to protect against outdoor
noise (mainly traffic noise) or to protect the outside against radiated noise (workplaces, disco’s etc.). These
parts are based mainly on well-known theories, the main discussions were on what to consider as element:
for instance the window as a whole or the composing parts like the glass, the frame and the sealing. Finally
both approaches were covered by the standard. Since in various countries the requirements are specified
quite different, the prediction result has to reflect this too. Often the requirements consider the sound
reduction index of the façade, Rfacade, or the overall normalized level difference, D2m,nT, or even the indoor
level. These are of course all related and two of these are presented in eq. 3a and 3b for a façade composed
from N elements with area Sj in a façade with a total area of S in front of a room with volume V.
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For many building elements as applied in facades measurement methods are available for the element
performance R and Dne [4]. Problems might arise with large elements for which no representative version
can be tested in the laboratory test opening; there dedicated field measurements in selected situations can
be helpful. Missing are standards to characterize sealing of slits, though such measurements can be based
on the existing methods. Proposals to add this to the laboratory measurement standards (ISO 10140) are
currently discussed.

Another important element for façade sound reduction can be the influence of the façade shape, the
presence of balconies and such (∆Lfs); see figure 3. However, it is not likely that a general measurement
method can be established for this aspect. The data in the standard can best be extended by results of
research or be replaced by a future engineering prediction method for these effects. One of the input data
then needed will be the absorption of elements and surface treatments for which a standard is available [6].

Fig. 3. Illustration of the effects (screening, reflections) of balconies
on the sound transmission  through a facade.

Part 4 actually deals only with the façade itself and thus gives no direct answers to outdoor sound
levels. Both the estimation of the inside sound levels as caused by the sound sources as the sound propagation
outdoors are outside the scope of the standard and should be dealt with by other prediction models. Just to
be helpful an informative annex gives a complete prediction model for the sound level outside for very
simple situations.

2.3 Service equipment

The most complicated part of the series is EN 12354 5 for sound levels due to service equipment in buildings.
This is partly caused by the large variety of equipment concerned and the various mechanisms of sound
generation and propagation. The standard has to deal with sound propagation through ducts and pipes,
airborne sound as radiated from sources and structure-borne sound form sources, where it must be realized
that each equipment or installation can be composed of many sources. A lot is already known and studied



28 Journal of Acoustical Society of India

Eddy Gerretsen and Mahavir Singh

concerning the first item (see f.i. [7]) and the second item can largely be based on available knowledge, but
there is a huge lack of practical research results concerning the last parts [8].

Though some measurement methods for elements existed [9, 10], an overall scheme was missing in
which the various elements and quantities used could find a logical place. This was therefore the first
objective for part 5 of EN 12345: to create a general framework. For structure-borne sound the transmission
through the building starts with the injected sound power by the source, applying the transmission as
described in parts 1 and 2. The injected power by the installed equipment, LWs,installed, follows from the
characteristic sound power LWs,c for the source and a coupling term DC including the appropriate source
and building properties; see figure 4. For the time being various methods can be used to deduce those
source properties, as indicated in the standard. Hopefully in due time the measurement methods for sources
will show a more direct link to these quantities. Indeed, the development of EN 12354 has triggered already
a lot of research activities, also leading to new measurement standards for equipment noise, as relevant for
heavy building structures [11]. But a lot of questions are still to be solved.

Fig. 4 - Illustration of parameters for the structure-borne sound
transmission from a source to a receiver room.

The normalized sound level due to transmission of structure-borne sound via path ij, Ln,s,ij, normalized
to an absorption area of Aref = 10 m2, follows from eq. 4

, , , , , , 10 lg 10 lg
4

= − − − − refi
n s ij Ws installed i sa i ij ref

ref

AS
L L D R

S (4)

As stated the transmission is characterised by the flanking sound reduction index Rij, but since the
separating element is not well defined in this case, the area of the separating element is replaced by a
reference area Sref = 10 m2. Though we are considering structure-borne sound excitation on element i here,
the transmission is actually the same for airborne and structure-borne sound, hence the use of the sound
reduction index also here and adding a transfer function Dsa, relating the injected structure-borne sound
power to an equivalent airborne sound power. This quantity is only depending on the properties of the
excited element.

The source strength for structure-borne sound is expressed in the characteristic sound power LWs,c,
which is about the maximum power that the source could inject in a building element. The actual injected
power is specified by the coupling term which in its simplest form contains the mobilities of the considered
element, Yi, and the considered source Ys; see eq. 5a and 5b.

, ,= −Ws installed W sc CL L D (5a)
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Fig. 5 : Force level for various structure-borne sound sources including the ISO tapping machine.
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In case the source could be considered as a force source, with force level LF, this reduces to the well-
known eq. 5c. Figure 5 gives some examples for this situation of the force level of various sources. These
equations are valid for a single point connection; in the normal case of several contact points the mobilities
are to be considered as equivalent mobilities.

2.4 Reverberant sound

As is normal practice, EN 12354 6 used Sabine’s relation to link reverberation time T to absorption data for
building elements, αs, and objects, Aobj, as determined by ISO 354 [6], see eq. 6a and 6b. V is the volume of the
space and Si the wall area with given absorption coefficient. Especially for the use in larger or occupied
spaces, attention is given to the actual empty volume to be used and the effect of air absorption. However,
the main problem is that for various enclosed spaces the Sabine-relation is not really adequate since the
sound field is far from diffuse or the absorption is rather localized, for instance only the ceiling. To indicate
at least possible deviations from the Sabine results an informative annex is included with a more detailed
prediction model [13]. The effects are illustrated in figure 6, giving for a large room with absorbing ceiling
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Fig. 6 : Calculated reverberation curves and times according to Sabine (S) and the  estimation (3D)
according to annex D of EN 12354-6.

and some scattering objects, the reverberation curve and time according to Sabine (S) and the estimation
(3D) according to the annex of the standard. This certainly will not be the last answer, but at least as important
for reliable predictions is the fact that the uncertainty in the input data as deduced from ISO 354 is still
rather large.
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1 1= =
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3. CURRENT ACTIVITIES FOR EN 12354

The prediction models of part 1 and 2 of EN 12354 have been used quite extensively over the last years and
have shown to be very useful, at least for buildings with mainly homogeneous structures. A point of concern
has been to best way to apply the methods for light weight building structures. How to interpret the
equations? How to adjust or extent them? How to collect the relevant input data?

With light weight elements the damping is less depending on the surrounding of the elements and
more an inherent property of the elements concerned, hence the vibration reduction index could get a
different meaning, being composed of a junction effect and an element effect [13]. But also the role of the
radiation efficiency, being different for forced and resonant transmission, has to be reconsidered [14].
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(8)

In the years around 2010 a lot of research has been going on in this area with concrete proposals to
extend and adjust EN 12354-1&2 as well as ISO 10848 in the near future in order to cover also light weight
structures [15], [16], [17]. The main results have been collected and presented in the eBook of the European
COST Action FP 0702 on the acoustics of lightweight, wooden, constructions [18]. The conclusion being
that for lightweight building elements the measurement results in a mock-up or a field situation with
reasonable dimension will give results that can easier by transferred to other situations and dimensions. In
other words, the results for the overall flanking transmission, Dnf or Lnf, in one - laboratory - situation can be
transferred to other situations as already indicated in EN 12354 [4].
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i
 refer to coupling length and excited area in the field situation and the  same quantities

with the additional subscript ‘lab’ to the laboratory situation.  This can be combined with estimations for
other paths, either using the same equation or combining it with predictions following EN 12354 if
appropriate. Dnf or Lnf  for the path Ff can be measured in accordance with ISO 10848; though it seems that
in many lightweight buildings that indeed is the dominating flanking path, sometimes other paths, like Fd
or Df, can have a considerable contribution. For such paths the principles of ISO 10848 could be applied
likewise.

Besides direct measurements the overall flanking transmission could also be estimated from a
combination of measured and calculated data. If the element damping is indeed not varying much between
situations, as is the presumption for the application of Dnf, than it could be expressed as:
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where lij,lab = 4,5 m (horizontal junction) or 2, 6 m (vertical junction) and Si,lab H ≈ 19 m2, R is the sound
reduction index of the indicated element, Ln the normalized impact sound pressure level and ∆R the
improvement of the sound reduction index by a lining for the indicated element. Indications are also given
for methods to estimate for light weight elements R for resonant transmission only from measured values
including the forced transmission. The new quantity for the junction is actually the Kij from ISO 10848 and
EN 12354 with standardization to (measurement) area. To make a more clear distinction this is further
denoted as nijvD ,, . The advantage of this approach is that it can also be estimated more easily what would be
the effect of changes in the elements.

Since these lightweight building elements normally consists of various layers (f.i. basic floor, suspended
ceiling and floating floor) it is important to know which part of the construction is considered for R and
what elements are considered as additional (∆R). Various choices are possible and can lead to the same end
result, but the choice for R prescribes what type of nijvD ,,  is to be used.

Research is still going on to find out how well such hybrid estimations of Dnf can be [18]. An example of
that is given in figure 7 for a junction of lightweight walls and floors for which the vibration reduction
index has been studied experimentally as well as with a Finite Element (FEM) and a SEA approach. The
results compare quite well.

4. CONCLUSION

Developing prediction models for the acoustic performance of buildings was triggered by the creation of
the free market within Europe, but the need for such models was also felt in Europe and elsewhere to be



32 Journal of Acoustical Society of India

Eddy Gerretsen and Mahavir Singh

Fig. 7 : Illustration of a laboratory setup of a lightweight junction to determine nijvD ,,  together with the
FEM-modelling and the comparison of measurement results with FEM and SEA calculations.
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able to erect buildings with new methods and materials and improved performance which can no longer
be achieved with the ‘trial-and-error’ approach, so common for the construction industry.

However, to be able to predict the building performance it is necessary to have data on the performance
of all building elements involved. Drafting the prediction models made clear that indeed measurement
standards were available for some elements, but needed adjustment for others or were just simply missing.
Hence activities were started to develop or improve all standards that could produce the necessary input
data for predictions.

The various parts of EN 12354 are to be considered as framework documents, giving the basic models
and providing a common Building Acoustic language, thus facilitating exchange of information. However,
to apply these models successfully guidelines and input data on elements are needed as they are relevant
to the national or even local construction methods.
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ABSTRACT

Among nondestructive testing (NDT) techniques, ultrasonic NDT play a key role in industries for
the reliable defect detection and material evaluation. In recent times, application of artificial neural
network (ANN) has been seriously considered for the evaluation of defect in industrial materials.
In this work, we extend the application of ANN for the characterization of material microstructures
viz. classification and estimation of average grain size in austenitic stainless steel AISI type 316.
Three samples of AISI type 316 SS with varied grain sizes (fine, medium and coarse) were obtained
by giving suitable heat treatments. They were subjected to ultrasonic measurements and A-scan
data were acquired in each sample by using 2 MHz normal beam longitudinal wave probe. Optical
metallography of the samples was carried out to quantify their grain sizes. From the acquired
A-scan data of each sample, ANN models were developed to classify and estimate the average
grain sizes. It is found that reliable and quick classification of grain size and quantitative estimation
is also possible by the developed ANN models.

1. INTRODUCTION

Ultrasonic nondestructive testing (NDT) technique play major role in testing of industrial materials and
components. The concept of ultrasonic testing only for defects/flaws has long been extended to their flaw
sizing and evaluation and that is called nondestructive evaluation (NDE).  Later, NDE had been extended to
the evaluation of microstructures such as grain size, precipitates, etc. and residual stress measurements of
industrial materials and components.  At the same time, manual ultrasonic NDT and NDE have been replaced
by automation and computerization to the maximum extent. Increasing automation in industries demands
newer NDT procedures and data acquisition and interpretation techniques. In this way a large amount of
acquired ultrasonic A-scan data must be quickly stored and efficiently handled in a shortest time period.
The cost effectiveness and reliability of the developed testing technique and the defect free and qualified
product output are the most important factors. In recent times, application of artificial neural network (ANN)

© 2015 Acoustical Society of India
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seriously considered for the evaluation of defect in industrial materials. In this work, we extend the application
of ANN for the characterization of material microstructures viz. classification and estimation of average
grain size in austenitic stainless steel AISI type 316.his document contains all the information necessary to
prepare a manuscript for the 1st International Conference on Acoustics (Acoustics 2013 New Delhi), to be
held in New Delhi, India, November 10-15, 2013. All papers should strictly follow the instructions given
below.

Microstructures, especially average grain size of engineering metals/alloys is an important physical
parameter and it governs the mechanical properties such as yield strength, fatigue, creep properties, etc. [1-
2]. Austenitic stainless steels are preferred and used as structural and core material in Fast Breeder Reactors
(FBRs). The knowledge of microstructures of this steel is important to ensure optimum mechanical properties
of the manufactured components/structures. Among austenitic steels, AISI type 316 stainless steel and its
modified forms are being used as structural materials in FBRs. Various studies have been reported in steels
for grain size and other structural characterization by metallography and ultrasonic nondestructive techniques
since 1980's [2-7]. The grain size of a material is an important engineering parameter which influences the
mechanical properties such as fatigue, creep, yield strength, impact transition temperature etc. The importance
of the estimation of grain size in a polycrystalline metal/alloy can also be understood from the Hall-Petch
relation óy = ói + ky/√D where where óy is the yield stress, óo is a materials constant for the starting stress for
dislocation movement (or the resistance of the lattice to dislocation motion), ky is the strengthening coefficient
(a constant unique to each material), and D is the average grain diameter.  ky is also known as Petch parameter
and as unpinning constant [8]. Usually grain size is measured either from optical photomicrographs or
while viewing the microstructure under a microscope. It is advantageous to use a non-destructive method
for the measurement of grain size of a material since optical microscopic method is time consuming and
some times requires cutting of samples from the material/component. Additionally, the optical method
gives the grain size only at the selected locations and spatial variations, if any, cannot be obtained. In recent
years, various techniques based on ultrasonic attenuation and velocity measurements have been developed
for grain size measurements. Ultrasonic attenuation and velocity measurement have been mainly used for
the determination of grain size [5-7]. Other ultrasonic parameters less used for grain size determination are:
first back wall echo amplitude [9], back scattered bulk wave amplitude [3-4], back scattered leaky Rayleigh
wave amplitude [10] and spectral amplitude of the first back wall echo [11].  However, average grain size
measured as per the procedure given in the ASTM standard E112 using the linear intercept method has only
been taken as the standard for comparison purpose [12]. Generally accepted steps involved in the grain size
estimation using any ultrasonic method are as follows: (i) specimen preparation, (ii) measurement of ultrasonic
parameter, (iii) metallographic examination of specimens, (iv) generation of calibration or master graph
between the ultrasonic parameter and the metallographically estimated grain size, and (v) estimation of
grain size in new specimens to validate the calibration graph and also to establish the accuracy.

Comparison of ultrasonic attenuation (UA) measurements made at different frequencies showed that
measurements made at 4MHz longitudinal wave transducer gave better results for the grain size estimation
[5]. Problems connected with the attenuation method such as couplant and diffraction corrections are
eliminated in the method based on ultrasonic relative attenuation (URA) [9]. Measurements with a 10MHz
immersion transducer gave the best result. This is a first of its kind approach. Ultrasonic velocity (UV)
measurements were tried for the first time for the grain size estimation [6].  Accurate velocity measurements
at 2MHz were made for longitudinal and shear waves using pulse echo overlap technique. A linear
relationship was found to exist between the velocity and the metallographically estimated grain size. Unlike
the attenuation and first back wall echo amplitude methods, velocity measurements were also found to be
less affected by changes in the grain size distribution.  For the estimation of only surface/subsurface grain
size, a method based on the measurement of the amplitudes of the back scattered leaky Rayleigh wave
(LRW) was employed [10]. Results indicated that confidence level of 75% only could be achieved using
conventional attenuation method and the repeatability of the measurement data was also found to be poor.
Measurements using first back wall echoes and LRW amplitudes gave better than 80% confidence level. It
was found that best confidence level of 85% in the grain size estimation was achieved using velocity
measurements.
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As compared to the longitudinal waves, shear waves were found to be more sensitive in grain size
estimation using the velocity measurements. Selection of proper frequency also plays an important role in
grain size estimation by different methods.  These studies show that: (i) Ultrasonic methods can replace time
consuming metallographic methods for grain size estimation. (ii) URA method is most useful for coarse
grained and thick stainless steels. The method is also amenable for continuous measurements in production
line. (iii) Method based on velocity measurements is best for achieving higher accuracy level in grain size
measurements. Recently, method based on ultrasonic spectral approach (USA-shift in the peak frequency
due to grain size variation) has also been proposed and advantage of this method in average grain size
determination is that variation in couplant thickness does not affect the results. Qualitative performance of
all conventional ultrasonic attenuation and velocity measurements based methods in comparison with
metallographic method is summarized in Table I.

Table 1: Performance of ultrasonic based methods in comparison with metallography on the the
determination of average grain size in AISI type 316 Stainless Steel.

PROPERTY UA UB URA LRW UV USA Metallography

Volume Analysis Yes No Yes No Yes Yes Possible

Standard Offing No No No No No Yes

Instrumentation Less costly Costly Moderate Moderate Moderate Costly Costly

Coarse Grain Yes Possible Best Best Good Better Better

Thicker Specimen Poor Best Best Better Better Poor Better

Online Measurement No Possible Best Possible No Possible No

Correction Factors Yes Yes No No No No Not
applicable

Confidence Level 70% 75% 80% 80% 85% 75% Standard

Note: UA - Ultrasonic attenuation method; UB - Ultrasonic backscattering; URA - Ultrasonic rela-tive
attenuation; LRW - Leaky Rayleigh wave; UV - Ultrasonic velocity; USA - Ultrasonic spectral approach

In recent years a totally new concepts are being adopted for flaw evaluation and microstructural
characterization using signal analysis approach. Barat et al. have stuied microstructural characterization of
materials by neural network (NN) technique [13]. They have used backscattered ultrasonic signal between
two back wall echoes instead of using conventional technique for their studies. The signal dimension
representation is reduced by Modified Karhunen Loeve Transform method and the result shows good
reliability for differentiating the sample with changing microstructure [13].  The crack, slag and porosity of
weld defects in weld joints on 20 mm thick are investigated by classification methodology by ANN. This
methodology was developed for automatic recognition of weld defects by P-scan ultrasonic system [14]. The
ANN technique is used for accurate flaw detection in steel plates on various samples such as non-defective
plates, side drilled hole, inclusions and porosity together with smooth and rough cracks. The obtained result
shows that significant benefits were achieved using this method [15].

2. SAMPLE PREPARATION, INSTRUMENTATION AND DATA ACQUISITION

Several specimens having dimensions 50 mm diameter and 20mm thickness were heat treated at different
temperatures (1353K to 1473K) for different time durations (15 min to 2 hr). These specimens were next
given heat treatment at 1323K for 30 minutes followed by water quenching treatment to homogenize the
grain structure [6]. The grain size in these specimens, measured as per the procedure given in the ASTM
standard E112 in the range 30-168  m. Out of which only three specimens with fine (30 µm), medium (78 µm)
and coarse grain (138 µm) sizes were selected for this study. Figure 1 shows the metallographic microstructures
of these specimens. Figure 2 shows the schematic experimental arrangement for the ultrasonic A-scan data
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acquisition from the samples using 20 mm diameter broad band 2 MHz normal beam longitudinal wave
transducer. A minimum of 40 A-scan signals for each sample was acquired for the purpose of training ANN.

Fig. 1. Photomicrographs of the stainless steel specimens (a) 30 µm, (b) 78 µm and (c) 138 µm.

Fig. 2. Experimental setup used for ultrasonic A-scan data acquisition.

3. ARTIFICIAL NEURAL NETWORK APPROACH

Increasing automation needs newer NDT procedures and data acquisition and interpretation techniques.
Besides this, large amount of acquired A-scan data must be handled quickly and quantitatively. The cost
effectiveness and reliability of the developed NDT&E technique and also the product output are most
important. In recent times, application of ANN seriously considered for the evaluation of defect. In one of
the earlier study Roy et al. used ultrasonic back wall echoes for the classification of materials through neural
network (NN) [16]. A multi-layered feed-forward ANN was trained by the frequency domain signals of the
two classes, obtained from aluminum and copper samples. It was found that the performance of the learned
network was quite reliable on the test samples even where the thickness of the test sample is different from
the learned samples. Polikar et al studied the intergranular stress corrosion cracking in weld joints by using
frequency invariant classification of ultrasonic A-scan signals [17].  Pattern Classification NN involves
configuring the input signal feature space to an output space of several classes.  The multilayer feed forward
network is the one of the popular network for pattern recognition. The perspective of pattern recognition,
NN can be regarded as an expansion of the many conventional techniques which have been developed over
several decades. In the regression model predicting the values for continuous variable is for the given input
variables. In the classification network involves input pattern of discrete classes. This can formulate as a
classification problem in terms of a set of functions which configure inputs to outputs where  the outputs
maps the which of the classes the input pattern belongs to. The reliability of ultrasonic characterization of
welds by the ANN was recently studied by Bettayab [18]. In this work, we extend the application of this
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ANN approach for the characterization of material microstructures viz. the estimation of average grain size
in austenitic stainless steel AISI type 316. The Figure 3 shows that the flow diagram of various steps involved
in the model development and Figure 4 shows that neural network structure of developed model.

Fig. 3. Flow diagram of Model Development.

 Fig. 4. Developed ANN model structure.

3.1 Feature Extraction

In this investigation, four features have been extracted for characterization of material microstructures viz.
classification and estimation of average grain size in austenitic stainless steel AISI type 316. Three samples
of AISI type 316 SS with varied grain sizes of fine (30 m), medium (78 m) and coarse (138 m) is subjected to
ultrasonic measurements and acquiring A-scan data. The samples were acquired using 2MHz normal beam
longitudinal wave probes. The 114 number of signal is simulated for each grain sizes trained to classify and
estimate the average grain sizes. The Fast Fourier Transforms (FFTs) were carried on the time domain of
recorded signal. The typical signal of ultrasonic measurement is shown in Figure 5. The amplitude of FFT
frequency spectrum is smoothed by five points of FFT technique using Origin software for further processing.
The FFT amplitude and smoothed signal is shown in Figure 6. From the smoothed signal the fallowing four
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Fig. 5. Typical ultrasonic A-scan (time domain) signal

Fig. 6. FFT amplitude (frequency domain) and smoothed signal.
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signal features were extracted to develop the NN model. The extracted features are Full Width Half Maximum,
Area under curve, Mean and Peak value of the ultrasonic measurement signal. They have a number of
features and tools for quantitative analysis of the ultrasonic measurements signals. The selected features
alone more accurate to classify the input signals. The extracted features are created a dataset to train the NN
model.

3.2 Dataset Preparation

From the extracted four features, a total of 114 data points were created.  The total dataset was uniformly
scaled to (0-1) by following normalization formula before generation of the model. After applying
normalization, the total dataset was randomized for training NN.  Among the 114 data points, 97 were used
for training, 10 for testing and 6 for validation. The properly organized data-sets were commonly used for
both regression and patter classification NN.

XN = (X - Xmin) / (Xmax - Xmin); Data normalization

3.3 Neural network model development

The objective of this model development is to classify the micro structural grain sizes corresponding to the
given input ultrasonic measurement signals. Two individual models (regression and pattern classification)
were developed for comparing the performance.  The feed-forward NN architecture consists of three layers
namely input, hidden and output layer. Among the prepared dataset 85% were used for training, 10% were
used for testing and 5% were used for validation. The feed-forward back propagation regression NN was
created with one hidden and one output layer using Matlab toolbox.  The four input variables consist of
FWHM, Area under the curve, Peak and Mean value of ultrasonic measurement. The output consists of
Fine, Medium and Coarse of microstructure of grain sizes. The network was trained with various hidden
neurons. The number of hidden neurons was calibrated till it reached the minimum RMS error in the learning
curve. It was observed that six hidden neurons exhibit minimum RMS error value. The Tansigmoidal and
pure linear function were used for activation. The network was trained with Levenberg-Marquardt algorithm
and it converged in 57 epochs with an RMS error of 0.00000017. The learning performance curve is as shown
in Figure 7.

Fig. 7. Learning Performance curveof regression method
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The pattern classification model consists of feature selection stage fallowed by classifier. In the feature
selection, large dimensional input signal is transformed to minimized dimensional feature vectors. The
classifier produce decision surface to discriminate the feature vector of different classes. The model developed
for extracted feature signals are associated with three different classes. The 'patternet' Matlab toolbox
command is used to create feed-forward pattern classification network. The toolbox automatically selects 10
hidden neurons.

The input data vectors are automatically divides into training, validation and test sets and training
continues till there is improvement on the validation set. The rapidly decreased performance of learning
curve shows that the minimum RMS error of 0.0051724 is reached at 25 epochs. The learning curve is as
shown in Figure 8. The mean squared error of the trained network is measured with respect to the testing
samples. The network output range is in 0 to 1 is fitted into the confusion plot. The first measure in classification
is by confusion matrix. The confusion matrix is plotted across all samples for training, testing, validation
and overall. The confusion matrix shows the various types of error occurred in final network as a percentage
of correct and incorrect classifications. Correct classifications are mentioned in green squares of 'all confusion
matrices' plot and the diagonal is 35.1% and 64%. Incorrect classifications mentioned in red squares is 0.9%.
The blue cell in the bottom right shows the total percentage of correct classification which is 99.1%. The
second measure in classification is by Receiver Operating Characteristic (ROC) plot. This shows that false
positive and true positive rate relates as the thresholding of outputs is varied from 0 to 1. The green line in
the ROC plot going from bottom left corner to the top corner shows the best accurate classification of our
model.

Fig. 8. Learning Performance curve of Pattern classification method

4. DISCUSSION

From the introduction part of this paper it is understood that ultrasonic attenuation, velocity, back scattered
wave amplitude measurements based methods are acceptable for average grain size estimation in AISI type
316 stainless steels. As compared to metallographic methods, ultrasonic methods have several advantageous
including their main advantage of nondestructively evaluating the mean grain sizes. However, for industrial
based automation and quick and quantization analysis of grain sizes and other microstructural features,
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ANN based A-Scan signal analysis methods are most preferable. They have become popular for defect
characterization and evaluation in recent times.  In this work ANN approach has been judiously considered
for one of the important aspect of micro-structural characterization viz. grain size classification and estimation.
Acquired A-Scan signals from each sample are the prime important for application of ANN in addition to
the appropriate selection of suitable ANN approach for adaptation. Training of ANN algorithm assumes
importance next. Once the above  procedures have been followed then the classification and quantitative
estimation of grain size become simple. The feed forward regression model of neural network exhibits
minimum RMS error of 0.00000017 and it is converged at 57 epochs. The classification neural network model
gives an accuracy of 99.1% for the classification of grain sizes. The confusion and ROC plots are shown in
Figure 9 and Figure 10.

    Fig. 9. Confusion matrix plot
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Fig. 10. Receiver operating characteristic plots

5. CONCLUSIONS

1. Artificial neural network based approach has been successfully used for estimating grain size in
austenitic stainless steel using ultrasonic A-Scan data.

2. Compared to regression neural network, classification neural network is found to be more accurate
in estimating grain size in 316 stainless steel.

3. The model is found to be very quick and quantitative and can be adopted easily in the industries for
estimating grain size.
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ABSTRACT

One of the most effective ways of reducing vibration in structures is to apply a viscoelastic damping
treatment. Nowadays, the constrained layer damping treatment is widely used in mechanical
engineering applications particularly in automotive and aerospace industries. However, the
efficiency of the damping patches is very sensitive to the localization of the treatment on a structure
and to the relative properties of the elastic and viscoelastic layers. Thus, an optimized damping
design is required to achieve good performance with constraints like limited weight and restricted
space for the treatment. In this work, a numerical study based on a finite element approachis done.
The undamped plate structure is modeled using a discrete Kirchhoff theory (DKT) element while
the damped plate is modeled with a specific sandwich plate element.An indicator to select the best
damping patch locations is used, which is based on the energy dissipated through the viscoelastic
layer of the damped plate. Then, a parametric study, regarding the variation in the damping
characteristics,is conducted by fixing the total weight of the added treatment and varying pair of
design parameters as the thickness of the viscoelastic layer and the constraining layer. It is shown
that an appropriate selection of added patch parameter can significantly improve the damping
characteristics while reducing the added mass. These results are now used to suggestan optimization
schemein order to find the optimal configuration of the damping patches with a limited added
weight.

1. INTRODUCTION

Sandwich structure with viscoelastic core has been used as a way to reduce efficiently vibration and noise
such as in automotive, aeronautical and aerospace industry[1]. In order to reduce cost and weight, partial
damping treatment is often used. In this design only a portion of the base structure is covered with damping
patches. The earliest study of a partially covered sandwich structure was done by Nokes and Nelson [2].
Later, an analytical study was carried out by Lallet al. for a beam [3] and for a plate [4] with a single
damping patch. A multiple patches study was presented by Kung and Singh [5].  Recently, Sher and Moreira
[6]presented a dimensionless analysis on the effect of design parameters, as the thickness length ratio,
constraining layer thickness, material modulus, natural mode and boundary conditions, on the treatment
efficiency.  Such works show the usefulness of implementing an optimization methodology.

© 2015 Acoustical Society of India
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Thereafter, targeting to optimize structure damping, various works have been done to optimally design
vibrating structures. For the case of fully covered sandwich beams, Lifshitz and Leibowitz [7] determined
an optimal configuration by taking as design variables the layer thickness. Marcelinet al.[8-9] performed
an optimization study of constrained layer damping (CLD) treatments covering one or several portions of
a beam. They considered treatment dimensions and locations as design variables and the damping factor
as objective function. Nakra [10]carried out optimum design studies for partially covered plates, where the
objective function was to maximize the system loss factor, and the design parameters were the dimensions
of the patch, and the thicknesses of the constraining layer and the viscoelastic layer. The patch coverage
area was restricted.Chen and Huang [11] applied a topographical method in junction with the complex
method to search the optimum of constrained layer treatment for vibration suppression. Zheng et al.[12]
presented the optimization of the vibrational energy of beams with CLD treatments considering patch
location and length and viscoealstic material shear modulus as design variables. They used a genetic
algorithm based optimization methodology. Hao and Rao [13], based on analytical model to predict the
damping, they  presented a procedure for the optimization of simply supported beams covered with a
CLD treatment, the objective was to maximize the damping within given temperature and frequency range.

This work aims to present an investigation study of sandwich plate optimality conditions in the case of
patch constant weight and variable layers thicknesses of patch, in order to prepare the optimization scheme.
It uses a numerical approach, well adapted to parametric and optimization studies, based on a finite element
model with reduced degrees of freedom.The first section presents the theoretical formulation, followed by
a finite element formulation description. Next, a parametric study is conducted to investigatethe effects of
patch layers thickness and material properties on the damping capacity of the system. Finally, an optimization
study performed to scan the best patch parameter option for a given patch weight, that ends by a proposition
of an optimization scheme.

2. ANALYTICAL FORMULATION

The sandwich plate under study is in the (x, y) reference plane and takes the origin of the z-axis as a
carrying surface of the core as shown in Fig. 1. The displacement field of each layer is written according to
assumptions as follows : (1) all displacements are small as in linear elastic theory; (2)all the layers are
assumed to be isotropic and homogeneous; (3)planes transverse to the middle plane before deformation
remain plane and continuous after deformation; (4) the transverse displacement remains constant throughout
the thickness of the plate; (5) the shear deformations in the base plate and the constraining layer are neglected;
(6) the viscoelastic layer is subjected to extension, bending, in-plane shear deformations and transverse
shear deformations; (7) there is no slip considered at the layer interfaces.

Fig. 1. Kinetic model of the sandwich plate.
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Subsequently, taking into account the continuity inter layer, the displacement field of the elastic layers
and of the viscoelastic core can be expressed in the following form:

( ) ( )∂ ∂= − − = − − =
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where ui0 et vi0 (i=1,2) are the mid-surface displacements of the elastic layers in the x and y directions, w(x,y)
is the transverse displacement of the plate, zi are the z-coordinates of the mid-planes of the elasticlayers, h0

is the thickness of the core and zm=((z1+z2 ))/2 et d=z1-z2. ϕx and ϕy are the rotations of the normal to the core
middle plane around  x and y axes :
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Strain and stress field are determined from the above displacement field, hence, strain and kinetic
energies of the sandwich are deducted.

3. FINITE ELEMENT FORMULATION

In order to model a partially damped sandwich plate, two models are assembled: one describing the
undamped part of the plate and a second one for the dampedpart. The first one is built according to the
DKT which is a three-node triangular element with only 5 degrees-of-freedom per node: the

transversedisplacementw, the rotations θ θ∂ ∂= = −
∂ ∂

 and x y

w w
y x

 and the in-plane displacements  u20, v20 [14].

The formulation of the sandwich plate element stiffness and mass matrices is done through the discretization
of strain and kinetic energy integrals, adding two extra degree of freedom, which represent the constraining
layer displacements u10 and  v10.

The modal damping of the sandwich plate containing the viscoelastic material is analyzed referring to
the Modal Strain Energy (MSE) approach[15]. The overall stiffness matrix can be decomposed as following:

η
=

= + = +∑
2

0 00
R I

ii
K K jK K j K (5)

Where K0 and KR are the real parts of the stiffness matrices for the viscoelastic core and for the total
structure, respectively. Ki is the stiffness matrix for the ith layer. η0 is the loss factor of the viscoelastic
material. Therefore, for a vibration mode Ψm the modal loss factor based on the MSE is computed as:

η Ψ Ψ
=

Ψ Ψ

T I
m m
T R
m m

K
K (6)

It represents the ratio of the dissipated energy through the viscoelastic layer to the elastic strain energy
of the sandwich plate for a given vibrating mode. More detailscan be found in [16].

4. PARAMETRIC STUDY

The interaction among the various structure parameters had a dominant importance on its damping ratio.
In connection with the content and purposes of this work, the parameter investigation will concern thepatch
layers thicknesses and viscoelastic material (VEM) shear modulus.A numerical study is carried out to assess
their effect on the structure loss factor and a brief presentation of the obtained results is done.
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In this study, a simply supported square plate is considered, for the base plate, its dimensionsare 0.4m×0.4m
and 5mm of thickness.The storage modulus is E2=2.07·1011 N/m2, Poisson's ratio was v2= 0.3, loss factor
η2= 0 and mass density is ρ2=7800 kg/m3. It ispartially damped with aviscoelastic core constrained by an
elastic layer with the same material properties as for the base structure. Similar case has been broadly
treated in [4],[10] and [17], so that the numerical model has gotten validation by comparison with results of
mentioned work. In all this work, 50% of the plate surface is covered by a damping treatment. The patch
location is chosen according to the modal dissipated energy distribution indicator (MDEDI),which is based
on the dissipated energy distribution in the fully damped structure as presented in fig.2.a.The damping
patches are applied on zones with high dissipation index as shown in fig.2.b. This indicatorhad shown a
better result compared to other previously used location indicator [16].

(a) (b)

Fig. 2. (a) Normalized modal dissipated energy distribution in the sandwich plate for the first mode.
(b) Damping patches location according to the modal dissipated energy distribution indicator.

4.1 Layer thickness effect

In the following, the material properties of the viscoelastic layer are fixed to h0=2·10-3m,G0=8·107N/m² and
η0=0.38 and the thickness of the constraining layer is varied from 10-5m till 10-1 m. Itcanbeseen in Fig. 3, that
the damping effect increases with the rise of the constraining layer thickness, until reaching an optimum
value of damping.Beyond this one, the increasing of the constraining thickness value leads to a loss factor
drop. A skinny constraining layer involves less shear strain energy in the viscoelastic material which affects

Fig. 3. Effect of constraining layerthickness on partialdamped plate modal loss factor - 1st mode.
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the damping in the structure because the system loss factoris directly proportional to the strainenergy in
theVEM. An increase of its thickness produces a higher loss-factor.

An optimal thickness value of the VEM can be also observed. However, for thickness greater than the
optimal value, the increase in the stiffness of the constraining layer contributes more to the elastic strain
energy stored in the plate than the dissipated energy through the shear deformation of the viscoelastic
layer resulting in a decrease in the modal loss factor. Actually, in most instances, this maximum is reached
for high and unreal value of VEM layer thickness, that's why for a scan of an optimal value, a wise choice
of parameters should be taken. A sample of such choice is done usingthe following set of parameters:
h1=5·10-3m, G0=8·106N/m² and η0=0.38 and results are illustrated in the Fig.4.

The previous results highlight the main effect of either the constraining or the VEM layer thickness,
then a requirement should be done to the optimum choice of their thicknesses in order to further optimization
of plate damping.

Fig. 4. Effect of VEM layer thickness on partial damped plate modal loss factor - 1st mode.

4.2 Materials properties effect

Hereinafter, patch parameters are fixed as follows: h0=2.5·10-3m, h1=0.5·10-3m. A numerical study shows
that by varying shear modulus value, the plate loss factor increase until achieving a peak. Over a giving
value of shear modulus, the damping structure decreases.In the sandwich patch, the base and the

Fig. 5. Effect of core shear modulus on partial damped plate modal loss factor – 1st mode.
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constraining layersforcethe viscoelastic material to deform in shear. This deformation is the mechanism by
which the energy is dissipated. Then, the structure damping is mostly dependant on the relative Young's
modulus of the outer layers and the storages hear modulus and loss factor of the viscoelastic core. As
illustrated in Fig. 5, there is an optimum value of shear modulus to be determined for getting an optimized
result of damping in a given case.

5. OPTIMALITY CONDITION

5.1 Patch layers thicknesses effect based on constant weight

In the previous parametric study, the obtained results show the plate sensibility to the variation of the
treatment parameters and the tendency to get an optimum by varying one parameter and fixing all the
others. In this part, patch layers thicknesses are varied together and coordinately in order to retain the
patch weight constant on a prefixed value. Fig. 6 presents the obtained modal loss factor for G0 = 8·107 N/
m2 and η0 = 0.38. It is shown that for the same weight of patchand diverse set of patch layers thicknesses, the
modal loss factor varied substantially. Moreover, Fig. 6.a. and b. give an idea about the improvement that
could be done to the damping result by an optimal choice of patch layers thicknesses and weight. A suitable
choice of those factorsissignificantin industrial application. Therefore,an enhanced damping result could
be reached with reduced weight and cost.

(a)                                                      (b)

Figure 6.Patch layers thicknesses effect on partial damped plate modal loss factor with a constant patch
weight- 1st mode.(a) mass of patch = 0.712 kg (b)mass of patch = 1.185 kg.

5.2 Proposition of an optimization scheme

Sandwich structures with viscoelastic core are widely used, as mentioned [1], in car, aircraft and aerospace
applications. Nowadays, the challenge in those applications is to get an efficient damping with a reduced
weight, which is directly attached to energy reducing consumption as well as improving performance. The
target is to get an optimal design of the sandwich structurewith a constraint on its mass. Then, the objective
function is the maximum modal damping factor of the partial damped plate η :

η Ψ Ψ
=

Ψ Ψ
max( )

T I

T R

K
K (7)

The design variables are the patch layers thicknesses h0 and h1, the constraints are the total thickness
and the mass of the patches.

h0 + h1 <Hmax; mp < Mmax (8)

The maximization of η will besearched using a genetic algorithm (GA).The main advantage of GA is
that, unlike conventional optimization techniques, it does not require continuity or differentiability of the
objective function with respect to design variables and probability of finding a local optimum is smaller
[18].
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6. CONCLUSIONS

In this work, a numerical study ispresented using a finite element model of partially covered damping
plate. A parametric investigation of the effect of patch layer thickness and core shear modulus on plate
modal loss factorisdone. Fromthe obtained results, an investigation of optimality condition islaunched,
where a mutual coordination of patch layers thicknesses value is done preserving a constant added mass.This
shows that the performance of damping of the added patch can be enhanced by a proper choice of patch
layers thicknesseswith a limitation on added patch weight. The obtained bell curves predict optimality
conditions.Thereafter, an optimization scheme is proposed. It is expected that improved result will be
achieved by using this optimization methodology.
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ABSTRACT

In this paper, we propose a new acoustic indoor location system that aims to localize simultaneously
N sources with different precision based on time reversal. This method allows the acoustic signal
to focus efficiently on the initial source regardless of its position and regardless of the heterogeneity
of the propagation medium. The main idea of our method is to assign to each source a unique Gold
code that is used to scramble two carrier frequencies. The resulted signals are emitted by sources,
recorded by four transducers, time-reversed and then reemitted simultaneously into the medium.
A receiver that searches to locate one of the existing sources demodulates the received signals in
function of the desired precision and then descrambles the resulted signal with the corresponding
source code. First, it uses the low frequency descrambled signal in order to localize the source
within a coarse precision. Then, it switches to high frequency signal in order to estimate the source
position within a fine precision based on the previously estimated position. Simulations have shown
that the proposed method provides location estimates of better than 2 cm accuracy with 87.5 %
precision in the case of four sources.

1. INTRODUCTION

Location systems can be categorized into outdoor and indoor systems. The most popular outdoor location
system is the Global Positioning System (GPS). It affords good performance in outdoors but fails indoors.
For indoor areas, several location systems have been developed such that proposed in [1] and DOLPHIN
system [2-3]. They make use of Infrared technology, Radiofrequency and acoustic technologies. They have
useful applications in our everyday life. To name a few, indoor location systems allow doctors to reach
their patients rapidly. They also afford protection of equipments against stealing by monitoring and tracking
them.

Indoor location systems are mainly based on triangulation and fingerprinting technique. Triangulation
requires line of sight between transmitter and receiver. Fingerprinting, on the other hand, estimates the
target location by comparing its signature with a previously built database of known information location
data via pattern matching algorithms.

Time reversal has many applications comprising underwater acoustics, telecommunications, room
acoustics and ultrasound medical imaging and therapy [4]. It is based on the invariance of wave propagation
equation if time is reversed. In a non-dissipative medium, whatever its complexity, the wave equation
guarantees that for every wave diverging from a source corresponds a wave converging to it. If the source
is pointlike, this allows a focusing on target regardless of the complexity of the propagation medium [4].

© 2015 Acoustical Society of India
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In this paper, we present an acoustic indoor location system that aims to localize simultaneously 4
sources with different precision based on time reversal.

The following section gives a brief overview of time reversal. Section (3) explains the time reversal
from signal processing point of view. The proposed system is described in section (4). Section (5) presents
the simulated annealing algorithm. System performance is given in section (6). In Section (7), we conclude
our work and point out future directions.

2. TIME REVERSAL

In a non-dissipative medium, the acoustic wave equation is invariant under a time-reversal operation.
Indeed, it comprises a second-order-time-derivative operator. Therefore, to any wave p(r, t) diverging from
the source corresponds a wave p(r, -t) converging to the source.

Based on this property and on the principle of Helmoltz-Kirchoff, D.Cassereau and M. Fink [5] have
developed the concept of the cavity of Time reversal. Indeed, they have demonstrated that by exploiting
the Helmoltz-Kirchoff principle, the operation of time reversal does no longer consist in reversing the
acoustic wave in every point of the considered volume, but only the wave and its normal derivative in the
surface bounding the volume.

The time reversal operation can then be described in two phases: the reception phase and the emission
phase. In the first phase, the source transmits a pulse. Transducers of the cavity record the wave and its
normal derivative. In the second phase, every transducer behaves as a source and transmits the recorded
waves in inverse chronology.

Didier Cassereau and Mathias Fink have demonstrated that these waves converge to the initial source
and the created field is equal to the initially emitted wave but time reversed [5]. They have also demonstrated
that the size of the focal spot, defined as the width at half-height of the zone where the energy is concentrated,
is approximately the half of the wavelength of the wave.

Nevertheless, the concept of Time reversal cavity is theoric. Indeed, in order to create the cavity a large
number of transducers is required. For example, if we would like to create a spherical cavity of radius 1
meter operating with a limited signal to 5 kHz band, we would require transducers every 3.45 cm, which
corresponds to more than 2600 transducers on the surface of the cavity [6]. In practice, the cavity is replaced
by a non-closed surface, called the time reversal mirror.

(a) Reception phase (b) Emission phase

Fig. 1. Time reversal experience

3. FORMALISM OF TIME REVERSAL FROM SIGNAL PROCESSING POINT OF VIEW

Assuming a linear time-invariant system with channel impulse response h (S, Si , t) between a point
situated at s and a point situated at Si , for any signal G (t) emitted at the point  S, the received signal r (t)
can be always written as:
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Fig. 3. Signal processing at the receiver

(a) Low frequency (b) high frequency

Fig. 4. Spatial correlation diagrams

5. SIMULATED ANNEALING ALGORITHM

Simulated annealing is a metaheuristic random technique for finding global extremums. It exploits the
analogy between the annealing process of a metal and the search for a minimum in a general system [7].
The objective function is the system energy and the system temperature is a control parameter.

The algorithm begins at high temperature. It accepts solutions that are not necessarily optimizing the objective
function. Then, the temperature declines. The solutions optimizing the function are accepted, but, others
may be accepted. The probability of acceptance is given as follows:

exp( )
( )
f

T t
∆

− (13)

Where f∆  denotes the variation of the objective function f and T is the control parameter corresponding
to the system temperature in the physical process.

Therefore, at high temperatures, the probability of acceptance is close to 1. At low temperatures, the
probability is small. The acceptance of bad solutions prevents the algorithm from falling into local optimums.
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Fig. 5. The layout of the experiment setup

We assume that the receiver that wants to estimate the positions of the sources is situated in a square of
dimensions 1m x 1m centered on the center of the square formed by each group of 4 sources. First, it uses
the low frequency descrambled signal in order to estimate its position in the whole area within a coarse
precision, then, it moves in the interested area according to the simulated annealing algorithm with a step
of maximum 1 cm in x direction and 1 cm in y direction. Second, it switches to high frequency descrambled
signal in order to estimate the sources positions in the reduced area within a fine precision.

The parameters of the simulated annealing algorithm are adjusted empirically: the parameter α and
the initial temperature  T0  are set to 0.98 and 100 respectively. At fine resolution, the side of the reduced
square is set to 18 cm.

500 positions of the receiver are generated randomly in the whole search area.

Results are plotted in figure (6). They have shown that the system provides an accuracy of ~0 cm
within 62% precision, 1 cm within 84% precision and 2 cm within 87.5% precision.

Fig. 6. Precision versus accuracy
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Fig. 7. Precision distribution for 2 cm accuracy

Precision per position for accuracy of 2 cm is depicted in figure (7). A high location precision is obtained
for fifty-eight sources and a very low location precision is observed for only two sources. This low precision
is due to the presence of pseudo-peaks in the reduced area.

7. CONCLUSION

This paper has presented a new acoustic indoor location system that aims to localize simultaneously 4
sources with different precision based on time reversal. Results have shown that the system has subcentimeter
accuracy.

In our future work, we aim to increase the number of the deployed sources. Then, we would like to
vary the values of the carrier frequencies in order to cover larger search area.
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ABSTRACT

In recent years, an increasing number of pioneering studies have been carried out in the field
of acoustic metamaterials, following the path of electromagnetic metamaterials. These artifi-
cial engineered materials are designed in such a way so as to achieve new macroscopic prop-
erties, like negative refraction, that are not readily present in nature. While the design and the
fabrication of these artificial materials is a hot topic among scientists in different fields of physics
such as photonic, electromagnetic, acoustic and recently mechanic, an important part of the
scientific research is now oriented towards the identification of actual applications for these
structures. As the novel idea of metamaterial was first developed in the electromagnetic realm
and for the microwave frequency range, it is somehow more mature in these fields than in
acoustics. Metamaterial applications are now widely developed in electromagnetics espe-cially
for the design of new antenna. Among other examples, metamaterial concepts are aim-ing at
reducing the coupling between two adjacent radiating elements of the array and in-creasing
the operating bandwidth of radiating elements. It is also used for phase compensa-tion in
microwave transistors, and many more applications are rising in the recent literature. In year
2009, in analogy with electromagnetic transmission line metamaterial, our group pro-posed a
concept of acoustic transmission line metamaterial, consisting of a waveguide pe-riodically
loaded with membranes along the duct, and transverse open channels (denoted "stubs"). Based
on our proposed structure and in analogy with applications of transmission line electromagnetic
metamaterials, researchers proposed the idea of an acoustic counterpart to the "backward wave
antenna". These antennas or radiating devices have a very special property such that the
radiation angle or the directivity changes with the frequency. In this ar-ticle, a comprehensive,
step by step, design methodology for acoustic backward wave anten-na is presented.  For this
purpose we use the model proposed in our 2009 publication for acoustic transmission line
metamaterial, but we focus the discussion on the optimization of the antenna performance. We
also propose some closed form formulas for the practical design of such devices, and a formal
validation of the structure is proposed using Comsol Mul-tiphysics®.

1. INTRODUCTION

Metamaterials are artificial engineered materials designed to achieve some macroscopic properties that are
not available in nature. In 1968 Russian physicist Victor Veselago studied the electromagnetic properties of
a hypothetical medium in which both the permittivity and permeability were simultaneously negative [1]

© 2015 Acoustical Society of India
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and three decades later Pendry and Smith created the first proto-type of such material and called it
Electromagnetic Left-Handed Metamaterial (LHM). Later, Electromagnetic Transmission Line (TL)
metamaterials were proposed to overcome the problem of narrow bandwidth of the resonant type LHM [2]
and very soon they found many applications such as Leaky Wave Antenna (LWA).

Leaky Wave (LW) is a term that refers to a mechanism to leak power all along a waveguide. It was first
developed in 1940 [3] as an Electromagnetic LWA. Owing to its high directivity and frequency scanning
capability, these antennas are very attractive in electromagnetics, but conventional TL-LW antennas use
positive wavenumbers and as a consequence, they have the drawback of scanning only the half-space from
broadside to endfire. After the advent of composite right/left handed (CRLH) TL-metamaterials, which
were supporting both positive and negative wavenumbers, the backfire to endfire electromagnetic antenna
was designed and fabricated [4].

In 2004 the analogue of electromagnetic LHM was proposed for acoustics [5]. In 2009 our group reported
a transmission line acoustic metamaterial with a considerable bandwidth compared to resonant type acoustic
metamaterials, and in the same article the leaky wave nature of this structure was discussed in [6] and [7].
Later, the same prototype was fabricated and measured [8].

In this paper, we present aspects of acoustic leaky wave structures that have not been covered up to date
and try to develop a methodology for the design of acoustic leaky wave structures. First, we introduce a
method for the design of these structures. Then, we use that method to design a structure that satisfies the
needs of a LW antenna. Last, we show the simulated results of our proposed structure and give some
guidelines to improve the structure.

2. THEORY OF CRLH METAMATERIALS

An incremental section of a conventional fluid (with positive refractive index) can be modelled as in Figure
1 (a), where ma = (ρ/S)dz is an acoustic mass and  Ca = (S/K)dz  is an acoustic compliance and ρ and K are the
density and bulk modulus of the medium, respectively. Figure 1 (b) shows the dual topology of the
conventional TL, which is often referred to as the dual TL. Such a structure is known to exhibit a negative
refractive index. Combining these two structures, as in Figure 1 (c), results in the transmission line model of
a CRLH metamaterial, the response of which is dominated by map and Cas in the low frequencies, resulting in
a left-handed (LH) behaviour (or negative refrac-tive index). At higher frequencies, mas and Cap are
predominant, resulting in a right-handed (RH) behaviour (or positive refractive index).

Fig. 1. Lumped element model for (a) a conventional medium (right-hand) (b) a dual medium (left-hand)
(c) a CRLH metamaterial.

On the basis of circuit modelling of CRLH metamaterials Bongard et al. [4] implemented the CRLH
acoustic metamaterial using acoustic waveguides, membranes and stubs (see Figure 2). Here the host
"medium" is an acoustic waveguide with circular cross section and perfectly rigid walls operating as series
acoustic mass and shunt acoustic compliance. By using membranes, a series mass and compliance are
introduced, and a shunt acoustic masse is simply achieved with transversally connected open channels.
Detailed explanation about the design of this structure is available in [6] and [7].
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3. DESIGNING ACOUSTIC LEAKY WAVE ANTENNA (LWA)

The radiating formulas of acoustic LWA, such as radiation angle and radiation pattern were discussed in [8]
so here we will discuss about the leaky wave trait and the efficiency of the antenna that are the most important
factors in LWA. The leaky-mode (LM) time-space harmonic dependence takes the form e–j(ωt–kzz), where kz
is the complex longitudinal propagation constant. It is well known that kz is related to the pointing angle
θRAD and the radiation efficiency ηRAD through the following expressions [9]:

kz = βz –jαz, (1)

0

sin( ) z
RAD k

βθ = (2)

ηRAD = 1 – e–2αz, LA (3)

where z is the longitudinal direction of the LWA (see Figure 2), βz is the LM phase constant, αz is

Fig. 2. CRLH TL combining membrane and radial open stub. (a) 3D view (yz-plane cut) (b) 2D axisymmetric
view.

(a)

(b)
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the LM leakage rate, k0 is the free-space wavenumber, LA is the LWA length. The independent
control of the LM phase βz and leakage constants αz is of key importance for the synthesis and the
flexible adjustment of the radiation pattern of a practical LWA [9].  In order to make our analysis
and synthesis easier we do not consider losses in our model so the total input power is divided
between transmitted, reflected and radiated power :

Pin = Preflection + Ptransmission + Pradiation (4)

It is important to note that designing a structure to have a specific leakage constant αz is
difficult. Thus, LA is taken as the free parameter in view of optimizing ηRAD by means of equation
(3). The value of αz is fixed by the internal structure of the cells and can be determined by using
the following equation :

P2 = P1e–2αzl12 (5)

where P2 and P1 are the average power measured in two different cross sections of the transmission
line that are separated by length l12.

As numerical simulations of these structures are time consuming, the following steps can be
followed to decrease the difficulty of design :

• First, the internal structure of the CRLH cell should be designed (here, using COMSOL
Multiphysics).

• Then, using equation (5), the leakage constant αz is calculated. The value of αz is frequency
dependent, so a mean value will be used in the next steps.

• Last, using equation (3), the appropriate length of LA is calculated for any value of radia-
tion efficiency (usually 90%).

4. RESULT

We now present a practical example, using the same cell structure as in [6]. The dimensions and ma-terial
properties of this structure are listed in Table 1. Its Bloch diagram is depicted in Figure 3, highlighting the
radiation region.

Table 1: Geometric sizes and material properties of the structure

Physical quantity Value/unit Physical quantity Value/unit

ρ (mass density of air) 1.188 kg/m3 ae (radius matching waveguide) 5.54 mm
K (bulk modulus of air) 137.4 kPa d (length of each cell) 34 mm
C (celerity of air) 340 m/s b (width of stub) 1 mm
E (membrane Young's modulus ) 2.758 GPa L (length of stub) 43.5 mm
ν (Poisson ratio) 0.34 h (thickness of the membrane) 125 µm
ρm (mass density of membrane) 1420 kg/m3 a (waveguide/membrane radius) 9.06 mm

A short length structure is simulated to derive the value of αz. Here four different structures with 10, 19,
29 and 80-cell are shown to validate the consistency of the results but usually a short length structure like
10-cell is enough for defining the value of αz. According to Figure 4, an average value of 0.5 is assigned for
αz.

Using equation (3) and assigning an efficiency of 0.9 as our goal, LA should be approximately 230 cm or
67 cells. Because αz has values lower than 0.5 at certain frequencies, equation (3) implies that LA should be
higher than 67, in order to ensure the efficiency of 90% in most of the bandwidth. In the present case, an 80-
cell prototype has been chosen and simulated using Comsol.
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Fig. 3. Dispersion diagram

Fig. 4. Leakage constant α as a function of frequency
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Fig. 5. Transmission and Reflection coefficients for 80-cell leaky wave structure

Fig. 6. Radiation efficiency for 80-cell leaky wave structure

Figure 5 shows the reflection and transmission coefficient diagram. The impedance match in the radiating
region seems satisfying as S11 is on average below –20dB over the whole radiation region, except for a very
sharp peak at the transition frequency.
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Fig. 7. Radiation pattern of leaky wave structure normalized to maximum

Figure 6 shows the radiation efficiency of the antenna that is calculated using equation (4).  Clearly an
efficiency of above 90% is guaranteed for the entire radiation bandwidth, except for a very sharp deep at the
transition frequency.

Last, Figure 7 shows the radiating pattern of this antenna. Sweeping the frequency, the antenna pattern
is scanning from back-fire to end-fire.

5. CONCLUSIONS

As acoustic leaky wave structures are new in acoustics and have not yet been fully covered, a
certain amount of research is still to be done in the field. Among the different topics to be addressed,
we can cite a few such as increasing the directivity, optimizing side lobe level, controlling leakage
constant or modelling the lossy structures. Also, using it in real life will motivate more research
in this field. It is worth noting that our structure is axisymmetrical and radiates into whole 3D.
But antenna structures or sensors are more likely to radiate or detect in only one hemisphere
thus, another interesting topic would be to design a leaky wave structure that would radiate in
only one hemisphere.
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ABSTRACT

The problem of the mixing layer height (MLH) determination with the use of the sodar data is
discussed. Unlike the most of other methods a new suggestion is to determine separately two
different mixing layer heights: "upper" or "stable" MLH which indicates a top of an inversion inside
wind shear layer (in which dynamical turbulence exists and creates echo-signal) and "lower" or
"unstable" MLH which indicates as a rule unstable or weak-stable stratification below the elevated
inversion bottom. Some experimental data confirm that two different MLH sometimes, usually in
the morning, exist simultaneously one above another. According to this idea the diurnal courses of
mixing layer heights - both "upper", and "lower" - have been calculated on a base of long-term
sodar sounding at Moscow State University (MSU) during 15 years. Dynamics of both heights at
various seasons is discussed.

1. INTRODUCTION

The mixing layer height (MLH) is an important parameter of the lower troposphere which allows determining
of the maximal possible range of the air pollution dispersion. The MLH was suggested for the first time by
Holzworth in 1962 and initially it was measured on a base only of direct measurements (using radiosonde
and the ground meteorological data). Accordingly to classical method, this parameter is equal to the first
intersection of the diurnal thermal profile and dry-adiabatic line (which means the value of γ = -∂T/∂z =
0.98 °C/100 m) from the ground point of the maximal daily temperature. It should be noted that, instead of
its clear physical meaning, in itself the MLH demonstrates often poor statistical relations with real levels of
the air pollution (Aron, 1983). Indeed, it is only one of important atmospheric parameters which must be
accounted together with MLH. Later, in addition to MLH, one more parameter - the 'mixing volume' - was
used as well. It is product of MLH and average wind velocity V below this height so that the 'mixing
volume' may be presented geometrically as a cube which vertical size is equal to MLH and which horizontal
size along one axis is equal to the mean V. However, it should be noted as well that both MLH and 'mixing
volume' represent not real range of the air pollution dispersion but the potential, i.e. the highest possible
one. It may be real in case if air pollutants have sufficient time to reach it. In other words, both parameters
indicate potential limit of dispersion in stationary conditions.

The acoustic remote sensing since the pioneer work (McAllister, 1969) discovered new possibilities for
more accurate determination of MLH. Now sodars are well-known everywhere all over the world mostly
as a tool for wind profiling. However, it is not the only application of the sodar data. Besides Doppler wind
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measurements, classic so-called 'sodar record' of old non-Doppler sodars (i.e. an echo-signal intensity in
time-height coordinates) allows indicating of the thermal stratification type, including inversion layers
which prevents to upward dispersion of the air pollutants (Krasnenko, 1986; Lokoshchenko, 1996 and
others). Fine spatial resolution of sodars (as a rule, 10-20 m) represents the main advantage of the acoustic
remote sensing of the atmosphere due to comparatively low sound velocity (331 m/s in normal conditions).
As a result sodars is an almost ideal tool for studying of the atmospheric boundary layer fine-structure.
Among others, sodars allows indicating of low level jets in wind profiles as well as thin elevated inversions
on sodar records.

The long-term rows of sodar data about thermal stratification were received only in New Delhi in India
(Singal et al., 1984), in Krakow in Poland and in Moscow in USSR and Russia (Lokosh-chenko, 2006 and
2007). It should be noted that works of famous Indian school of the acoustic remote sensing are well-known
everywhere. The sodar sounding is carried out at Moscow University since 1988, i.e. during last quarter a
century. The observation site is situated at the South-Western periphery of Moscow city on 7 km from the
city centre. It represents quite flat and open locality. Two sodars have been used there: vertical sodar
"ECHO-1" by GDR production since 1988 and Doppler sodar "MODOS" by production of METEK firm
(Germany) since 2004. However, only classic data about the thermal stratification which were received at
MSU by the use of the "ECHO-1" sodar will be discussed below. Its vertical range is from 25 to 800 m, the
operation frequency is 1666.6 Hz, the spatial resolution of the data is equal to 12.5 m.

2. MIXING LAYER HEIGHT BY THE SODAR DATA

As it is said above a sodar record, besides determination of a thermal stratification type, is a useful tool for
the MLH estimation as well. The initial determination of the MLH following the Holz-worth's idea was
limited only by the unstable stratification, although he wrote by himself later that nocturnal mixing in
conditions of the stable stratification due to wind shear "in some cases… may be important". When sodar
records began to be used a lot of works were devoted to determination of the MLH by the sodar data
including the stable stratification (Kallistratova et al., 1991; Krasnenko and Fursov, 1992; Maughan et al.,
1982; Singal et al., 1984, etc.). It should be noted that comparatively small range of the sodar data - as a rule,
from 500 to 1000 m - doesn't allow measuring diurnal mixing height in the afternoon directly - unlike, e.g.,
some lidar systems (Emeis et al., Münkel, 2009). A top of vertical turbulent structures on sodar records
("plumes", "roots", "grass", "stalagmite", "prongs of a comb", etc.) which are connected with separate
convective cells is usually significantly less than their real upper height. Sometimes, however, the MLH in
the afternoon is considered to be equal to the average top of convective "plumes" on sodar records (e.g.,
Krasnenko and Fursov, 1992). Another way is to suppose formally that the diurnal MLH is equal to the
height range of a sodar if any elevated inversions are absent above convective structures on a record
(Maughan et al., 1982). But the best possible way with the use of a sodar is to receive indirect estimations of
this parameter by comparisons between a top of vertical turbulent structures on sodar records and real
diurnal mixing height. As it is shown in (Lokoshchenko, 2002) with the use of radiosonde data the ratio
between these parameters is close to 1:4 for conditions of Moscow. It is important to note that this estimation
was received by the data of the same sodar "ECHO-1" and that its gain factor didn't be changed during a
long time. It should be noted as well that in conditions of India this ratio was nearly the same (Singal et al.,
1984). One of well-known summary methodic of the MLH determination with the use of sodar records was
suggested by (Kallistratova et al., 1991). It should be noted that, in spite of great variety of different turbulent
structures on sodar records, it is quite simple for everybody to discern four general types: layers of strong
echo-signal intensity connected with inversions, intermitted patchy structures of weak echo-signal intensity
connected as a rule with weak-stable stratification (close to isothermal when ∂T/∂z = 0), vertical "plumes"
connected with the unstable stratification and totally blank record in time of indifferent stratification. At
the latter case a record can't give any information about real MLH but, fortunately, absolutely blank records
which mean exactly adiabatic vertical profile of T (when ∂Θ/∂z = 0) can be seen extremely rarely. So,
following (Kallistratova et al., 1991), the MLH is supposed to be equal either to a top of the surface inversion,
or to a top of an air layer with weak-stable stratification, or to a bottom of the elevated inversion (if the
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surface one is absent below), or to a quadruple height of the average top of convective structures, so-called
'plumes' (if this value is less than a bottom of elevated inversion above).

Author used this scheme during a long time. Additionally, author suggested using the instability energy
for calculations of the MLH when the data of radiosonde profiling of T are available (Lokoshchenko, 2002).
As for the sodar data of the MLH, the results of measurements on a base of hourly coding of sodar records
at Moscow University were published by (Kallistratova and Lokoshchenko, 1998) for period 1988-1991 and
later by (Lokoshchenko, 2002) for longer period 1988-1998. In fact, an average MLH calculation accordingly
to (Kallistratova et al., 1991) represents generally quite logical results in common features - both at the

(a) Surface inversion;                                                       (b) Elevated inversion;

Fig. 1. Dynamics of MLH in morning time in conditions of elevated inversion: traditional methodic
(paradoxical fall) - upper part; new suggestion at the same sodar record - lower part.
Green rhombuses - traditional MLH; blue rhombuses - upper MLH (new suggestion);

red rhombuses - lower MLH (new suggestion).
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(c) Unstable stratification;                              (d) Weak-stable stratification

Fig. 2. Mixing layer heights by the sodar data.  Green lines indicate the traditional MLH; blue lines -
"stable" MLH (new suggestion); red lines - "unstable" MLH (new suggestion).

annual course (with maximum in the warm period) and at the diurnal one (with a strong maximum in the
afternoon, especially in summer). However, a joining of different stratification types at the same parameter
sometimes leads to illogical and paradoxical dynamics of the MLH. For example, after sunrise when the
surface inversion begins to lift above the ground the MLH value accordingly to (Kallistratova et al., 1991)
is sharply changed from a top of the surface inversion to its bottom (when it lifts already) - see Fig.1. At the
diurnal course this change may be seen as a sudden fall of the MLH in the early morning like a jump
although it is evident mixture of two principally different physical processes. Evidently it is a disadvantage
of methodic which was suggested by (Kallistratova et al., 1991).

For more correct studying of the MLH at its dynamic a new approach is to analyze separately two
mixing heights: "stable" or "upper" and "unstable" or "lower" (see Fig.1 and 2). This idea was published
briefly for the first time in (Lokoshchenko, 2010). Accordingly to it, the "stable" MLH is equal either to a top
of any inversion (i.e. a height of an upper margin of turbulent structure connected with an inversion layer
on a sodar record), or to a top of an air layer with weak-stable stratification. The "unstable" MLH means
either a top of a layer with weak-stable stratification as well or a quadruple average height of convective
structures ("plumes") when elevated inversion is absent above. If the unstable stratification exists in a layer
below the elevated inversion the "unstable" MLH is equal either to a bottom of the inversion if it is less than
a quadruple height of plumes or to a quadruple height of plumes otherwise. Thus, when weak-stable
stratification takes place at any layer a top of this layer represents both "upper" and "lower" heights because
this type is intermediate and frontier between stable and unstable stratification.

In conditions of unstable stratification the "upper (stable)" MLH is absent. From the other hand, in time
of the surface inversion the "lower (unstable)" MLH is considered to be equal to zero.

As one can see in Fig.1 sudden fall of MLH is absent accordingly to new suggestion. In fact the stable
MLH which indicated a top of former surface inversion during night really exists even later - in morning
when the same inversion became elevated already. At the same time new unstable MLH appears
simultaneously below the stable one. Thus, new method of two different MLH represents successful solution
of this paradoxical dynamics.
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3. EXPERIMENTAL CONFIRMATION
Indeed, experimental data often demonstrate two different MLH simultaneously - especially, in morning
time. One of confirmations is given by lidar data (e.g., Emeis S., K.Schäfer, C.Münkel, 2009). In Fig.3 the
diurnal course of the lidar backscatter density is presented for Hamburg city. As one can see in color scale
of this parameter, three air layers with different background levels existed simultaneously in time from 05
to 11 a.m.: the highest values - in the ground air layer, the middle ones - in the upper part of the ABL above
and, finally, the lowest values (blue color) - in free troposphere since 1.8-2.3 km. Correspondingly, two
MLH existed simultaneously between these three layers.

One more experimental confirmation was received by author in time of special experiment when sodar
and tethered balloon operated simultaneously (Lokoshchenko and Shifrin, 2009; Lokoshchenko, 2010). The
tethered balloon was supplied, among others, by electrochemical ozonosonde.  The experimental ozone
profiling with fine resolution in the lower atmosphere demonstrated as well that two different MLH
sometimes exist in the morning simultaneously one above another - both below the elevated inversion and
above it.

Fig. 3. The diurnal course of the lidar backscatter density in Hamburg accordingly to (Emeis et al., 2009)

4. CLIMATOLOGY OF MIXING LAYER HEIGHTS

The daily courses of both mixing layer heights at different seasons are presented on Figure 4. They were
calculated on a base of hourly coding of sodar records which were received at Moscow University in period
from 1988 to 2003 (totally - almost of 35.000 hours of records were analyzed by author). As it is seen the
"upper" MLH (blue rhombs) in winter doesn't demonstrate any significant changes during a day. However,
it is slightly higher at night and a bit lower in the afternoon. In spring and in summer the "upper" MLH
which is connected with stable conditions increases in the morning that is a result of lifting of the morning
elevated inversion (which is as a rule former surface inversion) top. Except morning time, the "upper"
stable MLH is nearly the same from one hour to another during all the rest of a day. The average value of
the "upper" MLH is close to 300 m and varies in limits from 250 to 350 m. It is highest in winter due to more
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thickness of surface inversions and lowest in summer. In the middle of a day in spring, in summer and in
autumn the stable stratification exists extremely rarely so that calculation of the average "upper" MLH in
these conditions is not supported by sufficient statistical sampling. Vice versa, the "lower" MLH that is
either unstable or weak-stable stratification (red circles) may be observed very rarely after midnight. Only
in winter the diurnal course of the "lower" MLH is full due to comparatively often cases of weak-stable
stratification at night - both in presence and in absence of elevated inversions above it [12].

Unlike the "upper" MLH the "lower" one connected mostly with unstable conditions has a clear diurnal
course with maximum in the afternoon which is especially strong in spring and in summer. The maximal
average values of the "lower" MLH in the middle of a day consist up to 700 m in spring and up to 800 m in
summer. In fact, the diurnal convective mixing layer in mid-latitudes may be really equal to 800 m in
summer as it was demonstrated by lidar in [1]. However, usually it seems to be more and convective
turbulent structures on sodar records in summer are often higher than 200 m as well. The average values of
the "lower" MLH on Fig.4 indicate total calculation including cases of elevated inversions which sometimes
exist at low levels. Due to them the average "lower" MLH is not so large. It should be noted that the diurnal
course of this parameter is quite similar in spring and in summer whereas in autumn the daily maximum of
the "lower" MLH is very weak already. Thus, there is an evident asymmetry of mixing conditions at
transitional seasons.

(a) Winter;                                                                   (b) Spring;

(c) Summer;                                                                      (d) Autumn

Fig. 4. The diurnal course of both mixing layer heights at various seasons
by the sodar data for the period 1988-2003. Moscow.
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5. CONCLUSIONS
1. The acoustic remote sensing is a useful tool for determination of the mixing layer height, especially

at nocturnal and morning time. If inversion layers exist in the lower atmosphere real mixing height
as a rule is close to their margins which may be detected on a sodar record. As regard as diurnal
convective mixing layer, only indirect estimations of the MLH are possible by the use of a sodar.

2. Different physical processes of mixing can operate at the same time at various levels of the
atmosphere. Among others, sometimes in the morning two mixing heights exist simultaneously
below and above elevated inversion.

3. It seems to be useful to analyze separately two different mixing heights one of which is connected
as a rule with a top of an inversion and another one - mainly with a bottom of an inversion or with
a top of convective cells. The weak-stable stratification has an intermediate position between these
processes. This approach of two kinds allows understanding and studying the dynamics of the
MLH more correctly.

4. Accordingly to long-term sodar observations at Moscow University the "upper" MLH connected
with stable conditions consists in average nearly of 300 m (from 200 to 400 m). It is the largest in
winter and the smallest in summer.

5. The "lower" MLH connected mostly with unstable conditions is the largest in summer and in spring
(up to 700-800 m in average in the afternoon) and the smallest in winter. There is clear asymmetry
between conditions of mixing in spring and in autumn.
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ABSTRACT

Snow avalanches are a source of hazard in mountaneous terrain. There has been some effort in
recent years to autonomously detect and localize snow avalanches at some locations based on the
infrasound generated by such events over a duration of few tens of seconds. This information can
be transmitted in real-time to a base-station for disaster management and other purposes. The
statistics of occurrence of snow avalanches generated from such monitoring activity over a period
of time, along with the on-site environmental parameters is used for making predictive models of
occurrence of avalanches.

In this work, we are concerned with the development of a parametrized signal processing model
from the equations of motion of snow avalanche, for the purpose of synthesizing the infrasound
signature that is generated by the event that can be detected and localized at a distant infrasonic
receiver array. Subsequently, we shall fine-tune the model based on field data that is not available
abundantly. The purpose of this work is two-fold: (i) to synthesize realistic infrasound signatures
from an accurate model for varying values of the dependent variables such as speed profile of the
avalanche, the size of the avalanche etc., and (ii) to use inverse processing techniques to estimate
the parameters of the snow avalanche from field measurements of infrasonic signatures and a
signal processing model.

The time evolution of infrasound emitted by snow avalanches depends on the time evolution of
different types of snow avalanche and their interaction with air. Snow avalanches can be classified
as wet and dry avalanches based on the water content in the snow.  They consist of different parts
once it starts from a fracture on slopes greater than 30°. Dry avalanches start as the dense part and
depending on the slope profile and snow mass involved, powder part is also generated. The sound
sources of a snow avalanche can be of monopole, dipole, or quadrupole type. While a monopole
may not be exactly applicable in this case, a dipole and quadrupole model is quite relevant. A
dipole consists of two monopoles separated by a distance that is small compared to the wavelength
it generates and can be used for modeling a translating sphere in fluid medium. The dense part of
the snow body moving down a slope with a velocity is modelled as a dipole. When slow avalanches
move on steep slopes with large velocities, the surface layer snow particles are lifted up and the
interaction with the surrounding air particles forms a powder cloud. This powder part generated
sound is modelled by a quadrupole.

In this work, we have recast the differential equation model of the generation of sound from a
dipole into a signal processing framework comprising of an input, a time-varying linear system
and an output that is the observable infrasound signature of the snow avalanche at a distant receiver.
The input is taken as the velocity of the avalanche as a function of time, and the parameterized
time-varying system models the dynamics of the snow avalanche that leads to the pressure signal

© 2015 Acoustical Society of India
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as the observable output at a distance ‘r’. Initially, we consider the snow avalanche mass as a
simple sphere, with a fixed radius R that is moving with velocity u(t), thus, keeping the system as
time-invariant. The output pressure signal is simulated for different sizes of the avalanche for
various velocity profiles during the motion of the snow avalanche. The characteristic frequency is
proportional to C/R where C is velocity of sound and R is radius of the body. Using Fourier analysis,
the relation between the body size and velocity of avalanche is analyzed. In practice, the body size
of snow avalanches is changing while it is moving down the slope. This case is considered as a
parameterized time-varying system model in a signal processing framework to synthesize the
pressure output. Examples of the synthesized pressure waveform and its Fourier representation
shall also be presented.

1. INTRODUCTION

Snow Avalanches generates infrasonic acoustic waves and propagates in the atmosphere with the speed of
sound [1-3]. The detection and localization of snow avalanches can be done based on this infrasound
measured through an acoustic array [4-5]. The localization of snow avalanches is very much needed as
mountains are becoming more sought place by visitors. For their safety, understanding snow avalanches,
detecting and localizing them automatically and subsequently predicting them is essential. Snow avalanches
are classified as wet and dry type based on the water content.

Snow avalanches generate relatively low noise band of the sub-audible infrasonic frequency spectrum
and this infrasound signature is used for developing automated avalanche monitoring systems. This
infrasound is accompanied with problematic ambient wind noise and interfering signals. The detection of
infrasound signals is facilitated via spatial geographic filtering of unwanted noise and applying a threshold
criterion to a correlation measure that estimates the coherency of data recorded between sensors. To start
with detection, we need to know the received pressure level at the sensor location. To formulate
mathematically the received signal at the sensors we need the pressure at the source level generated by the
avalanche and its source model. The received signal also depends on the channel. The channel consists of a
direct line of sight path and reflections from snow. The reflective strength will depend on the acoustic
properties of snow at infrasound. The effects of wind and temperature cannot be neglected as sound velocity
depends on both of them.

In the literature, sound models for infrasonic emissions from snow avalanches are scarcely presented.
The general theory of acoustics is applied to infrasonic emissions. Bedard [2,6] gave an infrasonic model
for dry avalanches with the dense part modelled as a dipole and the powder part as a quadrupole. For the
powder cloud using quadrupole model, the sound intensity emitted is proportional to the eighth power of
the ûow velocity as proposed by Lighthill [7-8].

Snow avalanches are broadly classified into two types, namely flow avalanches and powder snow
avalanches. There are different avalanche ûow regimes that interact differently with the environment and
hence yield infrasonic emissions. Dry avalanches have dense part and powder part. Using all this information
we can simulate the received signal at the sensors using signal processing model. The velocity of the body
is taken as the input to the system. As the snow avalanches move, its size will change, in particular, grow.
This has been take care as the parameters of the system by modelling as a time varying system. Thus, a
moving source has been put in a signal processing framework.

2. REVIEW OF PHYSICAL EQUATIONS FOR SOUND SOURCES

Sound sources can be of monopole or dipole or quadrupole type. A monopole is a source which radiates
sound equally well in all directions. The simplest example of a monopole source would be a sphere whose
radius alternately expands and contracts sinusoidally. The monopole source creates a sound wave by
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alternately introducing and removing fluid into the surrounding area. A dipole source consists of two
monopole sources of equal strength but opposite phase and separated by a small distance compared with
the wavelength of sound. The result is that the fluid (air) near the two sources sloshes back and forth to
produce the sound. A sphere which oscillates back and forth acts like a dipole source. Pressure disturbances
caused by the motion of the body is felt as sound when this disturbance passes an observer. In the
inhomogeneous wave equation, the source terms depend on the net local force of the body on the fluid
(dipole) and normal velocity of the surface of the body (monopole).Sound generation by the dry avalanches
movement is modeled as a body moving in the ambient air/fluid [9-13].

An avalanche starts at a point on slopes of more than 30° typically. In this case, the body is taken as a
sphere of radius R moving on the slope due to gravity. Here, viscous forces are neglected. As the avalanche
moves forward on a slope, it exerts force on the fluid based on its size. The strength of the dipole is equal to
the force applied to unit volume of this linearly disturbed homogeneous field. This unsteady external force
on the fluid is taken as a dipole source for sound. So, snow avalanche at an instant of time can be taken as
a dipole where the filter parameters are defined by the radius of the sphere and sound velocity and the
input to the filter is the velocity of the sphere. The velocity input is assumed to change in steps. Using
linearity and time invariance for a short duration, the output is given as the convolution and is called step
response output in view of the assumed nature of the input. The impulse response of the system is obtained
by differentiation of this output. The wave equation with sources included becomes an inhomogeneous
wave equation.  Duhamel’s principle is a general method for obtaining solutions to these inhomogeneous
wave equations [10].Without spatial dependency, Duhamel’s principle becomes a variation of parameters.
Avalanche flow is treated as superposition of the dipoles at different instants of time.  As it moves, the flow
reaches different positions in space based on its velocity. All the signals generated by these dipoles should
be coherently added to give the source signal.

We derive the relation for the pressure generated from differential equations of a dipole and use them
for simulations [11-14]. When a sphere with radius R executes in an ideal compressible fluid, an arbitrary
translatory motion with velocity small compared with that of sound, then the velocity potential is of the
form

( )f t
div

r
φ ⎡ ⎤= ⎢ ⎥

⎣ ⎦
(1)

where r is the distance between the centre of the sphere and distance from the origin. The velocity of the
sphere u is small compared with the velocity of sound therefore the movement of the origin is neglected
[13]. The fluid velocity is given by :

v = gradφ (2)

Using the boundary condition that at r = R, vr = u.n, where n is a unit vector in the direction of r and
substituted in Eq.(2) for v. We get

( )
.

f t
grad div u

r

⎡ ⎤
= =⎢ ⎥

⎣ ⎦
rv n (3)

By expanding the operations of gradient and divergence in Eq. (3), we get a second order differential
equation.

2
2

2

2 2
"( ) '( ) ( ) ( )

C C
f t f t f t RC u t

R R
+ + = (4)

Equation (4) is a non-homogeneous differential equation which is solved using Duhamel’s principle.
Without spatial dependency, this method becomes the variation of parameters methods.The superposition
integral or Duhamel’s integral is also known as convolution integral. This expresses the response of a
system in terms of its unit step response, i.e., the superposition integral tells the response of a system as a
continuous sum of the responses to the step components of input.
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The expression in eq. (5) can be represented as the convolution of the impulse response or characteristic
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with the input u(t) i.e.,
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The h (t) depends on the radius of the body R and sound velocityC which defines the characteristic frequency.

Once f (t) is obtained, using the relation in Eq. (1) the velocity potentialf is obtained where 
( )

' .
−= − r R

t t
C

Finally, the pressure is related to velocity potential by 0( ) .
φρ ∂=

∂
p t

t

3. SIGNAL PROCESSING MODEL

The infrasound generation process from the snow avalanches and the received signal at each sensor are
modelled as given below. The dense part is taken as a sphere of radius R moving on the avalanche path.
This is modelled as a dipole. This dense part which is in contact with the ground changes its size based on
the slope of the path. Wet snow avalanches having high-density snow and the relatively slow speed of
propagation are modelled as dipole. Dry avalanches will start as dense part and based on the slope profile,
the powder part is generated. This powder part, also called as powder avalanches, consists of low-density
snow, and has relatively high speed of propagation. In an avalanche, the dense part is modelled as a dipole
and, and the powder part is modelled as a quadrupole. The signal generated by snow avalanches is
propagated through the channel and received at the sensor. This entire process suggests that it can be
considered as an appropriate excitation signal applied to a(linear, time-varying) filter and the output is the
received pressure signal by a distant receiver.

The first channel is considered to be a linear time invariant (LTI) filter based on the distance between
the source of the snow avalanche and the receiver. But a snow avalanche, as it moves, it grows in size and
the distance between the source and the sensor reduces. So, the channel should be modelled as a time-
variant filter where the parameters are changing with growing size of avalanches. The velocity input is
represented as interms of steps i.e., constant during the stationarity period of the filter. The filter coefficients
can be changed based on sample-by-sample adaptation or block based adaption algorithms.

4. SIMULATION RESULTS AND ANALYSIS

Using state variable analysis, Eq. (4) is solved for the input velocity as 10 m/s. First, linear time invariant
(LTI) system output is generated. In the next step, we have taken time varying filter, for simulation purposes,
in which the parameters are updated every 0.01s.

Step 1 : For LTI system, the input velocity is taken as 10 m/s step input and R is varied from 3 m to
300m insteps of 10 m.We calculate the impulse response and the results are shown below in
the same figure 1.

Step 2 : To get the frequency response shown in fig. 2, we have used the value of R=12m.

Step 3 : For time varying filter,R is increased in steps of 0.01sec. The input velocity is taken from [4].
This was given for 71s with 1Hz sampling frequency.For simulation purposes, we resampleit
at 100Hz. With this input applied for time varying filter, the pressure generated at 3km is
given in fig 3.

Step 4 : The frequency response of this pressure is shown in Fig 4 which clearly shows dominant
magnitude in the infrasound band
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Fig. 2. Frequency response for R=12m

Fig. 1. Impulse response for different values of R.
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Fig. 4. Frequency responseof p(t).

5. CONCLUSIONS

Fig. 3. Pressure generated using TV filter approach.
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In this paper, we have theoretically modelled the signal generated at a receiver sensor due to a moving
source that is a snow avalanche. We take dry avalanches which contain both dense part and powder part.
The dense part is modelled as a dipole and for the moving source it has been represented as a time varying
linear filter where the filter parameters are changing with time in block adaptive manner. For the dipole,
the output is obtained as the convolution of the impulse response with velocity of the body. The impulse
response of the filter depends on the size of the body. As the avalanche flows, the size will grow. The
avalanche flow is modelled as the superposition of a moving sphere. The pressure calculation using dipole
or quadrupole takes the avalanche front velocity into consideration. So it is required to know the timings of
the generated dense and powder parts. By having this information, we can accurately simulate the pressure
waveform generated at a distant receiver. An accurate signal processing model of the pressure waveform
is useful in creating a simulation database for various parameters of snow avalanches. Such a database is
necessary, for example, in developing snow avalanche detection and localization algorithms in the presence
of noise and other interference sources.
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ABSTRACT

An important problem in systems such as aerospace interiors, automobile passenger compartments
and other cavities is the control of low frequency interior noise. Active control of this noise may
offer a potentially better alternative to passive control due to constraints of weight and space.
Previous studies in this direction have focused more on active noise control strategies using
secondary acoustic sources. These, however, require large bulky loudspeakers and the relevant
literature indicates that obtaining global control is also more difficult. Active structural-acoustic
control studies in this direction have used acoustic sensors as the error sensors with many studies
focusing on feedforward control. This strategy requires a large number of error sensors if control at
a large number of local regions is required. This also may make control system more complex.
Feedforward control also requires a reference signal corresponding to the disturbance and may
not be as effective to control noise due to broadband sources and therefore in these situations
feedback control is expected to be more useful. In view of above observations, this paper investigates
global control of interior acoustic field through feedback control using structural sensing and
structural actuation.  Piezoelectric transducers are used for sensing vibrations of the structure and
applying control inputs onto it. Two linear quadratic regulator (LQR) based control strategies are
presented. In the first strategy, an LQR controller is designed by exploiting the knowledge of
structural-acoustic coupling to obtain an indirect control of acoustic field through control of
structural vibrations. A second strategy is developed that frames an LQR cost function to represent
the acoustic potential energy in terms of structural modes of vibration. A numerical case study of
a 3D rectangular cavity backed by a flexible plate is presented to validate the developed strategies.

1. INTRODUCTION

The active structural acoustic control (ASAC) strategy can be used for attenuating the radiated acoustic
power or acoustic potential energy in the interior of a cavity. In ASAC, structural actuators such as shape
memory alloys (SMA), piezoelectric materials (PZT), magnetostrictive materials, Magneto-rheological (MR)
fluids and structural sensors such as PZT, PVDF, and fiber optics can be integrated into the walls in such a
way as to modify or reconstruct the vibration of the flexible panels and reduce the sound radiation or
transmission1, 2. The PZT patches can be glued on the structure to sense response and provide the necessary
inputs for control of structural response as well as acoustic radiation3.

Feedforward and feedback control are the two main control strategies that have been used for interior
noise control. Feedforward control requires a reference signal corresponding to the disturbance and may

© 2015 Acoustical Society of India
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not be as effective to control noise due to broadband sources and therefore in these situations feedback
control is expected to be more useful. Feedback control can be implemented to achieve global control of
acoustic response with lesser level of control system complexity2. In view of this, the present paper considers
feedback control of interior noise through an ASAC approach.

In the control of flexible structures, feedback control strategy is used either to add active damping or to
achieve optimal feedback control2. Active damping can generally be achieved with direct velocity feedback.
Optimal feedback control involves applying a control input that minimizes a certain cost function taken as a
combination of quantity to be controlled and the control effort.  Such an optimal control strategy is referred
as Linear Quadratic Regulator (LQR) control. For noise control, the cost function provides a method of
weighting heavily the modes of the structure that are known to be efficient acoustic radiators and similarly
allows diminished weighting of the inefficiently radiating modes. Structural-acoustic coupling coefficients
have been used in an active vibration control (AVC) strategy to judge the structural modes that may
dominantly generate interior noise4. For suppressing periodic sound transmission into enclosed spaces,
minimization of vibration and acoustic indices such as the acoustic potential energy in the enclosure, acoustic
pressure amplitudes at discrete locations and kinetic energy of the structure has been studied5.

In this paper two linear quadratic regulator (LQR) based control strategies are presented. In the first
strategy, an LQR controller is designed by exploiting the knowledge of the structural-acoustic coupling to
obtain an indirect control of acoustic field though control of structural vibrations. A second strategy is
developed that frames an LQR cost function to represent the acoustic potential energy in terms of structural
modes of vibration.

2. SIMULATION OF THE PIEZO-STRUCTURAL-ACOUSTIC SYSTEM

2.1 State space model of the plant and acoustic cavity
The finite element equation coupling the piezoelectric, structural and the acoustic domain in its final form
can be written as,

φ φ
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In the above equation w represents vector of structural degrees of freedom, φn represents a vector of
voltage on piezoelectric patch used as actuator,  φs represents a vector of voltage on piezoelectric patch used
as sensor and p represents vector of nodal acoustic pressures. Similarly, fd represents some disturbance
acting on the cavity, which causes cavity structure to vibrate.  qa is a vector of electric charge at actuator
electrodes, and qs is a vector of electric charge at sensor electrodes.  MT is the combined structural and
piezoelectric mass matrix, MA is the acoustic mass matrix, S is the structure-acoustic coupling matrix, CS is
the structural damping matrix, CA  is the acoustic damping matrix, KT is the combined structural and
piezoelectric stiffness matrix,  Ka

wφ  is the electro-mechanical coupling matrix of structure and piezoelectric
actuator,  Ks

wφ  is the electro-mechanical coupling matrix of structure and piezoelectric sensor, Ka
φφ  is the

electric capacitance matrix for actuator, Ks
φφ  is the electric capacitance matrix for sensor, and KA  is the

acoustic stiffness matrix. It is noted that in the FE equation presented above, the piezo and the structural
domains are coupled through two-way coupling. On the other hand, the structural and the acoustic domains
are assumed to have only one-way coupling from structure to acoustic. The coupling from acoustic domain
to structure is neglected, as it is generally small in most of the cavities encountered in aerospace and automotive
applications. The development of a finite element based state space model of the plant representing structure
and piezoelectric sensor and actuator is presented in [8]. The state space equation of the plant can be written
as,
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In the second control strategy, LQR cost function is designed to minimize the acoustic potential energy
inside the cavity along with the control effort as shown in Fig. 2. The acoustic potential energy is estimated
through an acoustic filter by sensing structural vibrations using piezoelectric patches.

( )T T
Ep

0

∞

= +∫ Rp p a aJ E E dtφ φ (15)

4. NUMERICAL EXAMPLE

A numerical study is presented here to demonstrate the effectiveness of two optimal control strategies
briefly explained in the previous section. A proportional viscous damping is simulated in the structural
and the acoustic domain of the cavity. A 3D rectangular box cavity of size 0.261 m × 0.300 m × 0.686 m
backed by a flexible steel plate of size 0.261 m × 0.300 m of 0.001m thickness.

The cavity is filled with air of density ρ0 = 1.21 Kg/m3 and speed of sound c = 340 m/s. The cavity walls
are rigid from five sides and the sixth side is made up of a flexible steel plate clamped at its four edges. The
density of the plate is 7800 Kg/m3; the Young's modulus is 200 GPa and Poisson's ratio 0.30. On the plate,
a P-876 A12 Dura Act piezoelectric patch is bonded, whose in plane dimensions are 0.0522 × 0.050 m2 along
x and y and 5 × 10–4 m thick. The Young's modulus of the P-876 A12 Dura ACT piezoelectric patch is 23.3
GPa, density is 7800 Kg/m3, Poisson's ratio is 0.34, piezoelectric strain coefficient e31 and e32 is –8.9678 C/
m2 and dielectric constant ε33 is 6.6075 × 10–9 F/m. The flexible-plate is discretized using 10 × 12 four-
nodded Kirchhoff's thin plate bending elements that have three degrees of freedom, out of plane displacement
and two rotations, at each of their nodes. The acoustic cavity is discretized using 10 × 12 × 14 eight-nodded
solid acoustic elements with acoustic pressure as the degree of freedom at each of its nodes (Fig. 3). The
piezoelectric patches that are supposed to be glued on the flexible plate are modeled with classical lamination
theory using piezo-electric constitution relations and discretized into 2 × 2 four-nodded rectangular bending
element with 12 mechanical DOFs and 2 electric DOFs (voltage). One of the electrodes for each patch is
grounded. The sensor is short-circuited and the actuator applies control voltage. The first 10 acoustic modes
and all the normal structural modes are extracted using the finite element model.

Fig. 3. Finite element mesh of the structural and acoustic domain of the cavity

4..1   Results using first control strategy

In this strategy, all the normal structural modes are simulated but the weighting matrix QVib is chosen to
give selective weighting to the first eighth structural modes lying in the frequency range 0-500 Hz. The
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weights for remaining modes are taken zero. Eq. (16) shows the weighting matrix taken with the objective
of controlling structural vibrations without any consideration of their coupling to the acoustic modes. A
constant weight of 10000 is given to modal displacement and modal velocities of the first eighth structural
modes.

d

Vib
v

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
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q 0 0 0

0 0 0 0
Q

0 0 q 0

0 0 0 0

, R = 0.0001 (16)

qd = diag[10000    10000    10000    10000    10000    10000    10000    10000]8×8
qv = qd

Table-1 shows the dominant structural-acoustic modal coupling coefficients ijC  showing coupling

betweenith acoustic andjth structural mode. The coefficients 11 15 16 21 25,  ,  ,  ,  ,C C C C C  and 26C are relatively
large, which means that the structural modes S1, S5 and S6 can generatehigh levels of noise, when excited
since they are strongly coupled with the first and second acoustic mode (A1 and A2).

Table-1. Structural-acoustic modal coupling coefficients ( AsC )

Structural Modes Frequency of piezo- Structural- acoustic coupling coefficients
(Hz) structural Modes (Hz)

Acoustic modes
A1(250.5 Hz)A2(504.2 Hz)

S1 111.19 142.33 -144.13

S2 213.23 7.09 -7.18

S3 251.25 10.43 -10.56

S4 334.64 2.14 -2.17

S5 369.45 -64.31 65.12

S6 461.69 -63.15 63.95

S7 477.34 -0.34 0.34

S8 545.07 -7.12 7.21

Eq. (17) shows the weighting matrix taken with the objective of controlling the structural vibrations but
by taking into account the coupling of various structural and acoustic modes in the frequency range of
interest (0-500 Hz). The weight for a particular structural mode is chosen by summing the coupling
coefficients for it and then normalizing it. The total weightage in weighting schemes given by Eqs. (16) and
(17) is same.

qd = diag[38300    1900    2800    500    17300    10000    17000    92     1900]8×8 (17)

A disturbance of 10 N of impulse force is applied at the node number 103 on the plate as shown in
Fig. 3. Fig. 4 shows a comparison of modal velocity of the first and seventh structural mode with and
without control for both the weighting schemes. It is observed that when weights are selected by using
structural-acoustic coupling coefficients, the first normal mode, (which has high coupling coefficients) damps
more quickly as compared to the case when structural vibrations are controlled without any regard to the
structural-acoustic coupling. Similarly, the seventh structural mode (which has low coupling coefficients)
is allowed to damp slowly when the weighting scheme based on structural-acoustic coupling coefficients is
used. However, the weighting scheme that disregards the coupling-coefficients tends to give equal
importance to this structural mode.
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Fig. 4. Structural modal velocity (a) Modal velocity of first structural mode
(b) Modal velocity of seventh structural mode

(a)

(b)
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Fig. 5. Frequency response and acoustic nodal pressure with and without control
(a) FRF (acoustic pressure/force) (b) Acoustic nodal pressure at node number 1941

(a)

(b)
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Fig. 5 shows frequency response function and acoustic nodal pressure with and without control when both
the weighting schemes are used. It is again seen that the weighting scheme based on structural-acoustic
coupling coefficients gives more importance to damp the structural modes that matter more for the interior
noise. It is also observed that acoustic pressure is significantly reduced.

4..2   Results using second control strategy

Fig. 6. Global acoustic potential energy and FRF with and without control
(a) Global acoustic potential energy (b) FRF (acoustic pressure/force)

(b)

(a)
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Fig. 6 shows a comparison of open and closed loop acoustic potential energy and frequency response
function (FRF) at node number 1941. It is seen that the feedback control is able to reduce the acoustic
potential energy substantially at resonance frequencies. It is observed from the plot that second and fourth
mode is not controlled. Fig. 7 and 8 shows a comparison of open and closed loop acoustic nodal pressure
and also sound pressure level (dB) at node number 1941 inside the cavity. It is observed that acoustic nodal
pressure and sound pressure level (SPL) is significantly reduced when feedback control is applied.

Fig. 7. Acoustic nodal pressure at node number 1941

Fig. 8. Sound pressure level (dB) at node number 1941
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5. CONCLUSIONS

In this paper two LQR based active structural acoustic control strategies are presented. In the first strategy,
an LQR objective function is framed in order to minimize the structural vibrations along with the control
effort. In this strategy two weighting schemes are used. The first weighting scheme weighs equally all the
structural modes in the frequency range of interest, while the second weighting scheme weighs them in
proportion to their coupling with the acoustic modes. It is seen that this weighting scheme is much more
effective in achieving noise reduction as it utilizes the control effort in a more effective and an optimal
manner. In the second control strategy, LQR cost function is designed to minimize the acoustic potential
energy inside the cavity along with the control effort. An acoustic filter is used to indirectly sense the
acoustic potential energy. It is seen that the second and fourth mode are not much affected after control.
Further studies are required to optimally locate the piezoelectric transducers by taking into account
structural-acoustic coupling.
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ABSTRACT

Room acoustic computer modelling has become an important tool in the acoustical design of rooms,
and also the range of applications has increased in recent years. Also the room acoustic measurement
technique has developed significantly in recent years, e.g. by new methods in ISO 18233. Considering
computer modelling as a simulated measurement means that there is a close connection to the
measurement methods, particularly as laid down in the ISO 3382 series that covers performance
spaces, open plan offices and ordinary rooms. With these new standards the number of room acoustic
parameters has grown, so in addition to the traditional reverberation time there is today a rather
long list of more specialised parameters. The parameters are used for the design specifications, for
the simulations during the design, and finally for the verification measurements. In some projects
with special acoustical demands the use of auralisation in the design phase has become a useful
supplement to the calculated parameters. In this paper the advantages and weaknesses of room
acoustic measurements compared to simulations are discussed, and the state-of the-art methods as
implemented in the ODEON room acoustics software are briefly presented with some examples.
The measured impulse response is often used as a true reference of a real room impulse response
and geometrical acoustic simulations are considered to be only a crude representation of it. However,
both approaches have their own challenges and limitations. Geometrical acoustic models do not
include wave phenomena, such as interferences and diffraction, as they simplify sound propagation
by rays. The advantages of acoustic simulations with such models include a perfectly omnidirectional
and impulsive sound source, no distortion problems, full control of the background noise, and a
well-defined onset time of the impulse response. On the other hand, impulse response measurements
include wave phenomena, but they do have their own weaknesses, which may cause significant
errors in the derivation of the ISO-3382 room acoustic parameters. Due to the presence of background
noise in the measured impulse response it is difficult to evaluate which part of the impulse response
is valid. In addition, the directivity of the sound source used for measurements often has strong
lobes at high frequencies and distortion artefacts may cause errors in the derived results. In this
paper simulated and measured parameters are compared in a number of well documented cases
and the various sources of errors are discussed. It is concluded that doing room acoustic
measurements correctly may be more difficult than it appears at first glance, and both measurements
and simulations require high level acoustical qualifications by the operator.

1. INTRODUCTION
The measured impulse response is often used as a true reference of a real room impulse response and

© 2015 Acoustical Society of India
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geometrical acoustic simulations are considered to be only a crude representation of it. However, both
approaches have their own challenges and limitations. Geometrical acoustic models do not include wave
phenomena, such as interferences and diffraction, as they simplify sound propagation by rays. The
advantages of acoustic simulations with such models include a perfectly omni-directional and impulsive
sound source, no distortion problems, full control of the background noise, and a well-defined onset time
of the impulse response. On the other hand, impulse response measurements include wave phenomena,
but they do have their own weaknesses, which may cause significant errors in the derivation of the room
acoustic parameters. When there are differences between measured and simulated room acoustic parameters
it is not obvious which one is the most reliable.

2. ROOM ACOUSTIC PARAMETERS

The room acoustic parameters described in the international standard ISO 3382-1 [1] are the reference for
objective evaluation of acoustics in rooms from impulse responses. Evaluation of some of the ISO 3382-1
parameters for performance spaces is an important part of an acoustic report for a new or existing hall. The
parameters can be derived either by measuring the acoustic impulse responses of existing rooms or by
means of simulation, e.g. with some of the available geometrical acoustics algorithms. Both measurements
and simulations have their own strengths and limitations. In any case it is not the question whether to
simulate or measure the parameters, indeed we need both. If the room does not exist yet, simulations are
useful in order to predict and optimize the acoustics, and when the same room has been built measurements
are useful for documentation. When an existing room is to be refurbished, measurement of acoustic
parameters in the room is an invaluable input in order to objectively evaluate the acoustics under existing
conditions and as input to the simulation process, so that the initial simulation model can be calibrated to
best mimic the existing conditions before starting to simulate changes. Precision of measurements and
simulations are equally important - indeed making decisions based on imprecise measurement results or
calibrating a simulation model to fit imprecise measurement data is just as bad as imperfect simulations.
This has been one of our major motivations for implementing robust measurement facilities into the ODEON
Room Acoustics Software, which is not too sensitive to user interaction or measurement conditions.

Impulse response measurements are important for the analysis of the acoustics in any kind of room,
small or large, simple or complex. An impulse response is simply the response of a room to a Dirac function
emitted as a sound signal from a source. In principle more than one source can be used for the impulse
response excitation, but for ISO 3382-1 measurements only one omni-directional source should be used.
The ISO 3382-1 standard gives the framework for measurement of room acoustic parameters, but lacks
detail on the requirements needed for derivation of certain room acoustic parameters as discussed by Hak
et al. [2]. One of the major problems is the truncation of the impulse response at the correct time. Any
recording of a room impulse response is likely to have a degree of background noise, due to the ambient
noise in the room and/or to the noise of the measuring equipment. This background noise is visible at the
cease of the impulse response and needs to be left out of the analysis. Otherwise the real energy decay in
the room might be misinterpreted, often leading to longer reverberation times. The truncation according to
ISO 3382-1 can be done manually, without any guidelines given. This can be a source of serious errors, if
not performed carefully for the different octave bands considered.

Another important aspect in the post-processing of an impulse response is correct detection of the
onset time, i.e., the arrival of direct sound from the source to the receiver - this is tricky as the real life sound
source will not produce a perfect Dirac function. Careless post-processing can result in large differences
between measured and simulated results for parameters such as clarity C80 [1, eq. (A.10)], which is the ratio
of energy in the impulse response before and after a time limit of 80 ms:

∞= ⋅ ∫

∫
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2
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( ) d
10 lg   (dB)

( ) d

p t t
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p t t
(1)

where p(t) is the sound pressure as a function of time t in the impulse response.
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In this paper a selection of the most important ISO 3382-1 parameters is investigated in terms of
measurements and simulations. The differences are discussed and their significance is concluded within the
frame of the corresponding Just Noticeable Difference - JND. Table 1 shows the parameters used in the
present study, together with the respective JND. Both measurements and simulations are carried out with the
ODEON Room Acoustics Software, version 12.1.

Table 1. Room Acoustic Parameters investigated in this paper. All parameters are derived by
formulas given in the ISO 3382-1 standard [1]

ISO 3382 Parameter Symbol Subjective Limen

Early Decay Time EDT [s] 5%
Reverberation Time (20 dB range) T20 [s] 5%
Reverberation Time (30 dB range) T30 [s] 5%
Clarity (50 ms) C50 [dB] 1 dB
Clarity (80 ms) C80 [dB] 1 dB
Definition D50 0.05
Centre Time Ts [s] 10 ms
Sound Strength G [dB] 1 dB

3. COMPARISON OF MEASUREMENT AND SIMULATION TECHNOLOGY

In contrast to impulse response simulations, measurements may be considered accurate in a broader
frequency range due to the actual representation of wave phenomena (interaction due to phase shifts,
diffraction etc.). Input data such as absorption and scattering coefficients are inherent and the room geometry
is fully included by definition. On the other hand, a group of limitations, such as imperfect omni-directional
sources, presence of background noise and distortion due to the loud-speaker and the filtering required
impose errors in the final results. Table 2 summarizes the facts associated with existing measurement and
simulation processes. The main issues for measurements are those related to the sound source and the
background noise. For the simulations the most important issues are the uncertainly of material data and
the approximation of the wave phenomena.

Table 2. Facts associated to measurements and simulations.

Facts Measurements Simulations

Room geometry Fully included by definition Approximated

Alteration of room geometry Difficult Easy

Wave phenomena (phase Fully included - inherent in Approximated with
information, diffraction) the real sound field varying accuracy

Wall properties Fully included - inherent in Absorption - scattering
the real room coefficients have to be measured

or estimated, with limited
accuracy

Air absorption (a function of Fully included but may Calculated, but very accurate
temperature and humidity) vary significantly in different

measurements

Source directivity Not perfect: Lobes at high Perfectly omni-directional
frequencies
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4. SIMULATING THE ROOM IMPULSE RESPONSE
Simulations in room acoustics are well known to provide fast and effortless estimation for the ISO 3382
parameters. They are mainly based on geometrical acoustic algorithms which simplify the wave phenomena
to fundamental geometrical tasks. Phase information is generally excluded, so that the results can be
considered valid for frequencies above Schroeder’s limiting frequency [3]: fS = 2000 √(T/V)  Hz, where T is
the reverberation time in seconds and V is the volume in m3. Below this limit the modes in a room are very
distinct and prominent, but cannot be accurately predicted, due to the lack of phase information. On the
other hand, above fS a high modal overlap is present, so that wave effects due to phase can be neglected
without significant loss of information for the acoustic field. Despite their simplified approach, geometrical
acoustic simulations are invaluable for predicting the ISO 3382 parameters in a wide variety of rooms,
from offices and music studios to auditoriums and concert halls. Even though simulations offer a simplified
approach of a real-world sound field they still have a number of advantages over measurements: The
source is perfectly omni-directional, there are no problems with distortion, there is no background noise so
the dynamic range is infinite at all frequencies, no filtering is required and the results are reproducible if
the stochastic nature of the algorithm used is eliminated (deterministic ray tracing [4]).

4.1 Modelling the room and acoustic properties of materials

The basis for simulating the impulse response is the digital model of the room. This implies that the geometry
of the room is simplified, sometimes to make a very rough room model only representing the main shape of
the room, and in other cases being a rather close approximation, if created directly from the architect’s 3D
model. However, because of the wavelength of audible sound, the degree of geometrical detail in the room
model is generally not the main source of uncertainty in the simulations. The acoustical data representing
the materials, i.e. the absorption coefficients (á) and the scattering coefficients (s) are often more important for
the uncertainty. The available data for a well-defined highly absorbing material, which has been tested in
the laboratory, come with a significant uncertainty (see Table 3 and Table 4).

Dynamic range of source Insufficient at very low and very Unlimited dynamic range at
high frequencies. Distortion at all frequencies.
high levels No distortion

Calibration of source Special procedure needed for the Perfect per definition
strength parameter, G

Background Noise Limits the dynamic range, Not present
compensation necessary

Microphone directivity Omnidirectional microphone. All directivities available
Some parameters require figure-
of eight pattern or a dummy head

Results in octave-bands Filtering is required, which alters Results are derived directly in
the original signal different bands - no alteration

due to filtering

Onset time of impulse response Critical, especially at low Perfect per definition
frequencies

Reproducibility Not perfect: Depends heavily Can be perfect, depending on
on the source the algorithm

Influence of operator Knowledge and experience Knowledge and experience
important very important

Facts Measurements Simulations

Table-2 Conted......
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Table 3. Uncertainty of measured absorption coefficients.

Frequency, Hz 125 250 500 1000 2000 4000

Type A mounting, α (mean) 0,26 0,85 1,11 1,07 1.02 1,03

Standard deviation 0,070 0,051 0,030 0,040 0,046 0,047

Type E-400 mounting, α (mean) 0,64 0,78 0,98 1,06 1,06 1,06

Standard deviation 0,107 0,053 0,038 0,032 0,035 0,047

Average std.dev. 0,088 0,052 0,034 0,036 0,040 0,047

95% confidence range ± 0,18 ± 0,10 ± 0,07 ± 0,07 ± 0,08 ± 0,09

Table 4. Estimated uncertainty of measured scattering coefficients

Frequency, Hz 125 250 500 1000 2000 4000

Assumed αs 0,25 0,25 0,25 0,25 0,25 0,25

Assumed αspec 0,29 0,33 0,59 0,74 0,83 0,87

s (example) 0,05 0,10 0,45 0,65 0,77 0,83

Standard deviation, δs 0,04 0,04 0,04 0,04 0,04 0,07

95% confidence range ± 0,08 ± 0,08 ± 0,08 ± 0,08 ± 0,08 ± 0,14

The standard deviation on absorption coefficients is the Inter-laboratory reproducibility from a Round
Robin in 2002 organized by ASTM [5] with 16 participating laboratories. Two different test samples were
applied, a 51 mm thick glass fibre panel, which was either laid directly on the floor (Type A mounting) or
suspended 400 mm from a rigid surface (Type E-400 mounting). The mean value and the standard deviation
between the 16 laboratory results are given in Table 3.

Looking at the 1 kHz octave band as an example, the absorption coefficient reported from a laboratory
test has a 95% confidence range of ± 0.07, which means that with 95% probability the true value is within
this range. In other words, there is a 5% risk that the true absorption coefficient deviates more than 0.07
from the measured value. At 125 Hz the 95% confidence range is even higher: ± 0.18. This clearly shows
that the absorption data represents a significant source of uncertainty in any room acoustic calculation,
including the traditional use of Sabine’s equation.

The uncertainty on the scattering coefficient is also worth noting, although the influence on the
uncertainty of the calculation results may be less dramatic as for the absorption. The standard deviation on
scattering coefficients has been calculated here using equation (A5) found in ISO 17497-1 [6] and applying
data on the Intra-laboratory repeatability on the measurement of absorption coefficients also reported in [5].
For the purpose of the calculations a typical set of scattering coefficients have been applied, having s = 0.50
at the mid-frequencies (between 500 and 1000 Hz).

Looking at the influence of scattering on the simulated room acoustic parameters, high
scattering coefficients above 0.40 tend to give approximately the same results. However, low scattering
coefficients in the range from 0.00 to 0.10 can have a very strong influence on the calculation results, and
thus should always be regarded carefully. In fact, it is recommended to look at the scattering coefficients in
a logarithmic scale; for example the following steps in scattering coefficient are approximately of equal
importance: 0.40 – 0.20 – 0.10 – 0.05 – 0.025 – 0.0125. Finally, the quality of a simulation result is influenced
by the knowledge and experience of the user. This is particularly important in relation to the input data for
the materials.
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4.2 Calculation of the impulse response

Although geometrical models for room acoustic simulation can be a fairly complicated matter, it is much
easier to derive ISO 3382-1 parameters from such a simulation than it is from a real impulse response
measurement: 1) the onset time of the impulse response is well defined from geometry, 2) there is no need
for digital filtering which may blur octave band results in the time domain and 3) background noise is not
a problem. Two types of parameters shall be described shortly. Decay parameters such as T30 and time interval
parameters such as C80.

ODEON makes use of hybrid calculation methods which is based on a combination of the image source
method and a special ray radiosity method in order to predict arrival times of reflections at a receiver and the
strength of reflections in octave bands [4]. The calculation methods are energy based, so adding the octave
band energy to a time histogram forms directly the squared impulse response which is needed in order to
derive parameters such as T30 and C80, without the need for any digital filtering. The length of the impulse
response predicted is usually limited by maximum path length for which the rays are traced. The early part
of the response (early reflections) is determined by a list of image sources up to a certain transition order,
typically 2nd order. For higher order reflections a Fibonacci-spiral shooting of rays is initiated, resulting in
a large number of reflection points, distributed on the surfaces of the room. Each point is replaced by a
secondary source, which radiates sound according to the relative strength and delay of the corresponding
reflection. An algorithm called reflection and vector based scattering uses as input data the scattering coefficient
of the surface, the distance between the present and the previous reflection points, as well as the angle of
incidence, to produce a unique directivity pattern for the secondary source [4]. Once all image and secondary
sources have been detected, the energy information they carry can be collected from all visible receivers in
the room, effectively leading to a squared impulse response.

4.3 Deriving decay parameters

Decay parameters, such as T30, can be derived from the squared impulse response. The ISO 3382-1 standard
describes that T30 can be derived in the following way: The decay curve is the “graphical representation of
the sound pressure level in a room as a function of time after the sound source has stopped” (interrupted
noise assumed). The decay curve can also be derived from an impulse response measurement using
Schroeder’s backwards integration [7]. This backwards integrated decay curve, derived from an impulse
response, corresponds to the decay curve obtained from the decay of interrupted noise – taking the average
of curves from an infinite number of measurements:

2 2( ) ( ) d ( ) d( )
t

t

E t p pτ τ τ τ
∞

∞

= = −∫ ∫ (2)

where p(ô) is the sound pressure as a function of time in the impulse response.

One problem with the backwards integration is that some energy is not included in the real impulse
response due to its finite length t1. The problem can be corrected by estimating the energy that is lost due to
the truncation. This amount of energy can be added as an optional constant C, so Eq. (2) changes to:
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If the curve is not corrected for truncation, the estimated decay time may be too short.

In Figure 1 is shown a simulated decay curve at 1000 Hz. The two blue curves are the squared impulse
response in dB and the backwards integrated curve, respectively. The black curve is the backwards integrated
curve which has been corrected for truncation. In order to derive a decay parameter, the appropriate range
of the backwards integrated and corrected decay curve is evaluated and a least-squares fitted line is computed
for the range. For T20 the range is from 5 dB to 25 dB below the steady state level and for T30 the range is
from 5 dB to 35 dB below the steady state level. The slope of the fitted line gives the decay rate, d in dB per
second, from which the reverberation time is calculated e.g. as T30 = 60/d.
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4.4 Deriving time interval parameters

Parameters such as C80 make use of the energy arriving at the receiver in specific time intervals, relative to
the direct sound. In the case of C80 the time intervals are from 0 to 80 ms and from 80 ms to infinity after the
arrival of direct sound (see Eq. (1). In order to make a decent prediction of C80 it is important that the onset
time is well defined. When the source is visible from the receiver this is not a problem as the onset time can
be derived from source and receiver position and even in slightly coupled spaces this may be precise
enough.

Measured time interval parameters may not be precisely derived if calculated directly from the filtered
response, because filters create delay and smear the response in time. This can be particularly significant
for the lower frequency octave bands where the filters are “long”. In order to bypass this filter problem,
ISO 3382-1 suggests the “Window-before-filtering” approach which is the method implemented in ODEON.
First the onset time is estimated from the broad band impulse response. In order to estimate the energy
arriving for example during the first 80 ms, the response is gated from the onset time up to 80 ms and
octave band filtered afterwards. This creates a filtered response which is longer than the original broad
band response in order to include the filter tail. Then the energy of the gated filtered response is calculated
including the tail of the filter, taking into account most of the smeared energy. Note that the C80 parameter
may not make sense in a space where receiver and source positions are strongly decoupled as the build-up
of the impulse response may take considerably longer than the 80 milliseconds.

4.5 Accuracy of a simulation due to number of rays and transition order

In order to derive a measure for the accuracy of the simulations, the global average deviation from measured
results is considered. As the room acoustic parameters have different units (e.g. sec., dB, %) the deviation

Fig. 1 : Example of simulated squared impulse response and integrated decay curve
with and without correction for truncation.
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between measured and simulated results is expressed in terms of JND. Then the global average of deviations
from measurements is calculated like this:

1 1 1
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where
APmeasured is the measured value of acoustic parameter n at frequency i and position j,
APsimulated is the simulated value of acoustic parameter n at frequency i and position j,
JND(n) is the subjective limen (just noticeable difference) of acoustic parameter n,
NAP is the number of acoustic parameters (5),
NFreq is the number of frequency bands (3),
NPos is the number of source-receiver positions (10).

Figure 2 displays the results of the global average error for the auditorium, which is described in more
detail later. Five acoustic parameters were considered: EDT, T30, D50, C80, and TS. The corresponding JND
values are listed in Table 1. Three octave bands were used; 500, 1000 and 2000 Hz. Two source positions
were combined with five microphone positions, i.e. in total 10, see Figure 7. The results show, that very
good agreement is obtained with 5000 rays and transition orders 0, 1 or 2. The global average error is then

Fig. 2. Accuracy of calculations in the auditorium as a function of transition order TO and
number of rays. The displayed parameter is the global average of deviations from measurements

in units of JND for 5 parameters, 3 octave bands and 10 source-receiver positions.
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around 1 JND. However, it is obvious that higher transition orders should be avoided. It is also seen that
the results will not improve if more rays are used

4.6 Auralisation, how to explain room acoustics with sound

The room impulse response obtained from a simulation contains information about direction of incidence
of each sound reflection in the 3D space. This means that the impulse response can be transferred to a so-
called binaural room impulse response (BRIR) by means of a head related transfer function (HRTF). An
example is shown in Figure 3. By convolving the BRIR with a sound recording (preferably from an anechoic
environment), the resulting two-channel sound file, when presented through headphones, can give the
impression of listening in the chosen receiver position the simulated (virtual) room. This is auralisation.

Auralisation can be used as a tool during the design process, and this can be particularly useful in
order to avoid acoustical defects in the room design [8]. The technique has been further developed to the
advanced multi-channel, multi-source auralisation, which may produce a highly realistic simulation of an
orchestra in a concert hall [9].

Fig. 3: Example of calculated binaural room impulse response (BRIR) that can be used for
auralisation. Upper part is for the left ear and lower part for the right ear. In this example

the BRIR is 1500 ms long, but zoomed to show the first 80 ms.

5. MEASURING THE ROOM IMPULSE RESPONSE
An impulse response can be obtained directly by recording the response to hand-clapping, popping of a
balloon/paper-bag, a gunshot or even a hard footstep. As a modern alternative an impulse response can be
obtained indirectly by producing a Maximum Length Sequence (MLS) or a sweep signal using an electro
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acoustic source. The latter methods stretches the impulse (Dirac function) in time and the measured response
is deconvolved in order to form the impulse response. Using time stretched excitation, a substantial amount
of energy is emitted from an electro acoustic source with limited maximum acoustic output, allowing superior
signal to noise ratio. Reproducibility is also easier to control with electro-acoustic stimuli, due to uniform
radiation.

Among the many available measurement methods the preferred one today is the swept sine method
using a rather long exponential sweep from very low to very high frequencies [10, 11]. This method can
produce impulse responses with very good dynamic range and the harmonic distortion by the loudspeaker
is separated from the true impulse response, since it will appear at negative arrival times, i.e. before the
onset of the impulse response [11]. Still there can be some influence from non-harmonic distortion [12, 13],
so a high quality loudspeaker and power amplifier is important.

5.1 Capturing the impulse response

The sound source is a critical part of the measuring chain. For the measurement of the ISO 3382 room
acoustic parameters the source must be as omni-directional as possible. The most common choice is a
dodecahedron source, i.e. a source with 12 loudspeaker units pointing in different directions. The directivity
pattern for such a source is reasonably omni-directional at low and mid frequencies, but at 2000 and 4000
Hz the directivity is not perfect (typical variations between max. and min. are 5 – 7 dB).

Fig. 4. Impulse response obtained with the sweep method in ODEON. Combination
S1-R1 at 4000 Hz .in the auditorium described later.

5.2 Filtering the impulse response

The octave-band filters typically used in the processing of room impulse responses are 2nd order Butterworth
filters in accordance with the IEC 61260 [14]. These analogue filters can be implemented using digital
infinite impulse response (IIR) filters. ODEON uses such type of filters and defines a finite effective length,
allowing 99.9% of the energy in the tail of the filtered impulse response to be included. The filtering process
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introduces unwanted transient effects in the beginning of the response, which cease after about one effective
length of the filter.

A reverse filtering algorithm is applied for decay analysis so that all the transients are re-positioned at
the tail of the impulse response. ODEON automatically excludes this transient tail when processing the
impulse response. The reverse method has also the advantage of eliminating the stretching of the filtered
signal, which occurs due to the delay of the filter itself. This stretching effectively leads to energy smearing,
altering the slope of the decay curve. After processing the signal with reverse filtering, an extra forward
filtering is applied, allowing for suppression of phase distortion. This combination of reverse-forward filtering
in the decay analysis is used for the calculation of decay parameters, such as T30. For the time interval parameters
only forward filtering is applied for each gated window. The smearing of the energy is precluded by taking
into account the effective length of the filter at the end of each window, as extra impulse response time.

5.3 Noise floor and truncation of the impulse response

When measuring an impulse response the dynamic range is limited by background noise which may
influence all parameters that can be derived from the impulse response significantly if its level isn’t very
low or compensated for. At some time after the onset time the impulse response will decay to the level of
the noise floor and the rest of the recorded response is not valid – this time we denote truncation time. The
Truncation time is unique to each band of interest. The energy of noise arriving after the Truncation time
should be excluded from analysis; however energy before it is also influenced by noise. Most of the impulse
response recordings, whether recorded directly or obtained using the sweep method, come with a noticeable
noise tail, due to the ambient background noise and noise of the transmission line involved (PC sound
card, cables and microphone). This noise tail should be removed before deriving the decay curve and the
ISO 3382 room acoustic parameters. Lundeby et al. [15] have proposed an algorithm for detecting the noise
floor and truncating the recording at the cross-point between the pure impulse response and the noise
floor. The cross-point is estimated by an iteration process of impulse response smoothing and regression
line fitting. The ODEON measurement system utilizes a modification of this method in order to estimate
the appropriate truncation time for each octave-band.

Fig. 5: Example of squared impulse response with indication of noise floor and truncation time Tt.
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Still the background noise is present in the backwards integrated decay curve in the range be-tween
the onset time and the truncation time and this will result in an over-estimation of the decay time when the
energy contained in the noise floor is not negligible. However this may also be com-pensated for if the level
of the noise floor is well estimated. In addition to the tail correction it is suggested that the background
noise floor excluding the truncated tail can be subtracted from the valid part of the squared impulse response.

Fig. 6 : Example of measured squared impulse response curves and integrated decay curves.

6. EXAMPLE, MEASURING AND SIMULATING AN AUDITORIUM

6.1 Description of the room

The room which is used as an example for both simulations and measurements is Auditorium 21 located at
the Technical University of Denmark. The volume is approximately 1160 m3 and it has a capacity around
200 people.

The materials are mainly wood panels, glass, gypsum board and hard rows of chairs. The model shown
in Figure 7 shows the absorption characteristics of the surfaces by the use of Acoustic Colours, a method
introduced in ODEON in 2001 [16].

6.2 Measurements with varying the sweep length

For the combination P1-R5 the different impulse responses were obtained with sweep lengths of 0.5, 1, 2, 4,
8, 16 and 32 sec in order to evaluate whether the signal to noise ratio (S/N) increases by 3 dB per doubling
of sweep length, as expected, and to evaluate the impact on derived values of T30.  These measurements
were performed at very low level in order to obtain a wide span of S/N levels in the recorded impulse
responses. The values of D50 and C80 only showed small differences with increasing sweep lengths. T30 did
show some changes with increasing sweep lengths. Three approaches for deriving T30 were tested: 1) T30
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Fig. 7 : View into the 3D model of the auditorium. Blue spots mark the receiver positions
and the red spot is one of the source positions.

derived directly from the backwards integrated curve with no corrections, 2) T30 derived from the curve
with correction for truncation according to Eq. (3) and finally 3) T30 derived from the curve with correction
for truncation, as well as correction for noise floor in the valid part of the impulse response.

In Figure 8 it can be seen that for long sweep lengths/high dynamic range all three methods agree that
T30 is 1.89 s. When T30 is derived without compensation for truncation of the impulse response, the values
derived are too high. If compensating for the truncation of the impulse response only, T30 tends to be too
long. However, when the backwards integrated curve is compensated for background noise, the result is
more stable even for rather short sweep lengths and closer to the “correct” value. This is the method
implemented in ODEON 12.1.

Fig. 8 : T30, 1000 Hz derived from measured impulse responses with increasing sweep lengths and with and
without correction for impulse response truncation and noise floor.
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Fig. 9: Simulated and measured room acoustic parameters for the five receivers in audito-rium 21.
Simulated parameters displayed with red squares and measurements with blue crosses.

6.3 Comparison of measured and simulated results

In Figure 9 measured and simulated values of EDT, T30, SPL (the G value with a source power level of 31
dB), TS, C80 and D50 are displayed for source position P1 and five receiver positions at 1000 Hz. It should be
noted that the absorption data in the model were adjusted in order to get close agreement in T30, results. But
it is interesting to look at the other room acoustic parameters.
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The agreement between measured and simulated parameters at 1000 Hz is within 0.5 JND for most
parameters, which is very satisfactory. The difference between measured and simulated EDT varies from
0.01 to 0.07 seconds with an average deviation of 0.52 JND. It is interesting to see that both measured and
simulated values of EDT (1.98 and 1.96 seconds) are marginally higher that T30 (1.89 and 1.91 seconds) so
this undesired feature of the room is detected in simulations as well as in the real room. Values of measured
and simulated SPL, Ts, C80 and D50 are all in good agreement - and measured and simulated values agree on
the variation with position.

6.4 Uncertainty of receiver position

In practice it is not possible to position the microphone (nor the source) at an exact position when conducting
room acoustic measurements. So, if reproducing the measurement at a later time slightly different results
in terms of ISO3382-1 parameters should be expected. When a person is sitting in the auditorium the position
will not be exact either. In order to give an idea of the uncertainty of measured parameters if the receiver
position is not exact, measurements in a region close to receiver position 5 in the middle of the audience
area were repeated with position offsets 30 cm right, 30 cm left, 15 cm front, 15 cm back, 10 cm up, and 10
cm down - a total of 7 positions including the original position. The graph below (Figure 10) shows statistics
for the 7 positions for the parameter C80, which is chosen as an example. Measured as well as simulated
results are included for com-parison. As can be seen the simulated values in receiver positions that are
close to each other only show minor deviations, much less than deviations between the measured results,
probably because phase is not included in the simulation model.

At 1000 Hz none of parameters have a standard deviation larger than 0.7 when normalized to Just
Noticeable Differences (JND) and even at 125 Hz all parameters except SPL have a standard deviation less
than 1.2 JND's.

Fig. 10: Uncertainty due to receiver position, simulated and measured variation of the Clarity C80 in
seven positions close to receiver 5 in the auditorium.

7. CONCLUSION
Both simulations and measurements have strengths and weaknesses. The most important reasons for
uncertainty in simulations are the input data for absorption and scattering of the surfaces and the rough
approximations of wave phenomena like diffraction and scattering.
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The main reasons for unreliable measurements are due to the sound source; the dynamic range is
limited and the loudspeaker may create distortion that have an unwanted influence on the measurements.
At high frequencies (2 kHz and above) the commonly used dodecahedron source has a directivity that is
far from omnidirectional. For some parameters like C80 the correct setting of the onset time in the impulse
response is critical. Truncation of impulse responses and background noise in impulse responses may lead
to systematic errors on T30 if not compensated for. However, if compensating for both errors, correct results
may be achieved even with moderate signal to noise ratios.

Deviation was not larger than 0.7 JND for measurements of any of the ISO 3382-1 parameters tested at
1000 Hz when using 7 different positions within a volume of (w, l, h) = (0.6, 0.3, 0.2) metres around a central
position in an auditorium – this indicates that the results can be reproduced even if the receiver position is
not exact. For simulation results in ODEON it seems that small deviations at the position are negligible.

It is possible to simulate and measure accurately the room acoustic parameters according to ISO 3382-
1 if care is taken in the implementation and use of simulation and measurement algorithms. In the auditorium
example used here there is close agreement between measured and simulated values.
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ABSTRACT

Underwater target classification (UTC) based on the analysis of the acoustic field (primary or
secondary) of underwater targets is one of the topical and the most challenging problems of
applied underwater acoustics.
Underwater targets are classified using the target signature (TS) containing scalar or vector
parameters of the target signal or echoes, which possesses information about the target class
and can be measured at the sonar receiver output.
The purpose of the paper is to discuss the main features of the UTC problem and propose a
general approach to the synthesis of optimal UTC algorithms which can be applied to both
passive and active sonars.
The main problems concerned with obtaining a UTC are discussed. The properties of an optimal
UTC algorithm are stated.
The main features of the UTC problem are the following:
– since an effective UTC is of particular interest at maximum detection ranges (i.e., at small

signal-to-noise ratios (SNR)) where a TS does not possess much useful information (due to
low accuracy of measurement), the desired effectiveness of classification can be reached by
correct usage of all measured TS parameters;

– the information concentrated practically in each TS parameter depends on the current hydro
acoustic conditions and SNR, which is why constructing UTC algorithms must be adaptive;

– practically all TS parameters are mutually dependent, which dictates the need for constructing
the UTC algorithms on the basis of their mutual probability distribution function (PDF);

– different TS parameters are measured during different times, which is why constructing UTC
algorithms must be dynamic.

The experience shows that the lack of knowledge about the above-mentioned features does not
allow the UTC problem to be solved with the required quality. For example, the algorithms
which do not consider current hydro acoustic conditions and also those in which the
classification decisions are delivered with the use of separate TS parameters with subsequent
weight summing of these decisions are ineffective.
The paper contains a procedure for substantiation of the synthesis of an optimal UTC algorithm.
It is shown, that an optimal UTC algorithm must be Bayesian for the case of equal hypothesis.
Taking in account the fact that the main procedure of the Bayesian algorithm is calculation of
the mutual conditional PDF of TS parameters, we show how to calculate this PDF in the case of
mutually dependent TS parameters.
A simple but important example is given to illustrate the use of an optimal UTC algorithm for
classification of submarines and surface ships in the passive sonar.

© 2015 Acoustical Society of India
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1. INTRODUCTION

The underwater target classification (UTC) using their acoustic field (primary or second) is one of the actual
and most difficult problems of the applied underwater acoustics [1,2].

For a long time the UTC was considered to be the skill of rumor operator to recognize noise and echoes.
The need for the development of objective methods of the UTC arose in the end of the 50's of past century in
connection with the appearance of the sonar in which the signal integration was realized. That has caused
sharp decrease of the signal-to-noise ratio (SNR) threshold and growth of the target detection range. As a
result the sonar operator began to experience difficulties with target classification at large detection distances.
Classification as science appeared at the beginning of the 60's of past century.

The purpose of the paper is to discuss the main features of the UTC problem and as a result to propose
the general approach to the synthesis of optimal UTC algorithms, which can be applied both to the passive
and active sonar.

In section 2 the main features of the UTC problem are discussed. As a result of discussion the properties
of the optimal UTC algorithm are stated.

Section 3 contains the procedure of the optimal UTC algorithm synthesis substantiation. It is shown that
optimal UTC algorithm must be Bayesian for the case of equal hypothesis.

Taking in account that the main procedure of the Bayesian algorithm is the calculation of the mutual
conditional probability distribution density (PDD) of the target signature (TS) parameters, in section 4 it is
shown how to calculate this PDD for mutually dependent TS parameters.

Section 5 contains the conclusion and discussion.

2. MAIN FEATURES OF THE UNDERWATER TARGET CLASSIFICATION PROBLEM
The underwater target classification is fulfilled using the target signature (TS) containing scalar or vector
parameters of target signal or echoes, which can be measured at the sonar receiver output and possesses
information about the target class.

The UTC problem has some features, which must be considered when one begins the synthesis the UTC
algorithm. The main of those features are the follows :

1. since the effective UTC has the greatest interest at the maximum detection ranges (i.e. at small SNR)
where the utilized TS possess a little useful information (due to the low accuracy of their
measurement), the desired classification effectiveness can be reached by correct usage of all measured
TS parameters;

2. in practice, the information contained in each TS parameter depends on the current hydro acoustic
conditions and SNR. That is why the construction of UTC algorithms must be adaptive;

3. practically all TS parameters are mutually dependent, which dictates the need of constructing the
UTC algorithms based on their mutual probability distribution density (PDD);

4. the different TS parameters are measured during different time. That is why the construction of
UTC algorithms must be dynamic.

3. PROCEDURE OF THE OPTIMUM UTC ALGORITHM SYNTHESIS

Let us state the formal formulation of the problem. Assume that they are assigned :

– the alphabet (the vector) Ω containing m target classes which form the full group of the events (i.e.
each target which may be detected corresponds in the alphabet it's own class but only one):

Ω = {ω1, ω2, ......, ωm} (1)

– the vector X containing n TS parameters Xs:

X = {X1, X2, ......, Xn} (2)
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It is necessary to synthesize the algorithm, which ensures the best target classification from the point of
view of the selected statistical criterion.

It is known [3] that the full class of algorithms for the formulated problem (the class which contains all
optimum algorithms of multi-class recognition) has the form

( ){ }jj
ˆarg   min   R ,ω ω=opt X (3)

where:

ωopt is a result of the classification (the optimal target class);

X̂  is the TS vector X estimate;

( )jR ω , X̂  is the Bayesian risk function (BRF) which equals the loss of the decision in favor of the j th class

(with the use of the vector X̂ ) :
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P(ω1) is the apriori probability of i th class target detection;

Ci, j is the cost of the false decision when the target of the j th class was classified as  th class;

( )
i

ˆ /
g ωX

x  is conditional PDD of the TS vector X estimate which converts into the likelihood function (LF) of

the target class when the nonrandom argument x is changed by random TS vector X estimate X̂ [4].

According to the formula (3) the optimal class ωopt minimizes the value of the LF which is calculated as
the linear combination of  m – 1 alternative classes. The coefficients in the linear combination are multiplications
of the apriori target detection probability and the cost of the false decision.

For the concrete definition of the class of algorithms (3) in our case let us take in consideration the fact
that the parameters P(ω1) and Ci, j are unknown. Many attempts to motivate them failed without result due
to the complexity of this task, caused by the need to take into account the large number of random factors.
But it mustn't disturb the synthesis of the optimal classification algorithms because according to a well
known postulate [3] in a real information systems the apriori determined parameters must not exert a
substantial influence on the solutions. Taking into account that in practice the smaller the apriori target
detection probability the larger the cost of its false classification (i.e. the less frequently the target is detected,
the more it is available), it is possible to allow the validity of the condition
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The substitution of (5) in (4) leads algorithm (3) to the form

( ){ }opt post jj
ˆarg   max   P ,ω ω= X (6)

where ( )apost j
ˆP ,ω X  is the aposteriori probability of belonging the target to  j th class, which can be evaluated

as follows [4]
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Thus, the algorithm (6) is the optimal UTC algorithm. The probability weight of the optimal decision can
be evaluated with help of formula (7) with the substitution ωj = ωopt.

Let us note that formula (7) is Bayes' formula for the case of the equal apriori target detection probabilities
of each class, and algorithm (6) realizes the maximum likelihood method (ML-method) widely utilized in
image recognition theory.

If one needs to introduce into the classification algorithm the zone of failure the algorithm (6) is converted
to the form :

 .
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where Pthresh is the threshold probability.

Let us view the organization of the target classification. From the moment of target detection the cyclical
measuring process of target TS parameters starts. The time of measurement of each TS parameter is individual.
Simultaneously with the TS parameters measuring process the cyclical process of making decisions according
the algorithm (8) starts. The cycle time of this process, as a rule, coincides with the time of the very "rapid"
cycle of TS parameters measurement. Since TS measurement and making of a decision realize asynchronously,
the TS parameters amount utilized at the different cycles of decision can differ.

To increase the statistical regularity of the decisions the measurements of the similar TS parameters,
obtained on the sequential cycles, are smoothed by one of the methods. The aposteriori probabilities, used in
the algorithm (6), can also be smoothed. Usually this is achieved by the α -filter application:

 . ( ) ( ) ( ) ( )apost/smooth j apost j apost/smooth j
ˆP P , P ,     j 1,...,mω α ω α ω= ⋅ + − ⋅ =1X

where

( )apost j
ˆP ,ω X  is the aposteriori probability of belonging the target to j th class, evaluated with help of formula

(7) at current decision cycle;

Papost/smooth (ωj) is the smoothed aposteriori probability of belonging the target to j th class;

α is the constant which controls the smoothing time (0 < α < 1).

4. PROCEDURE OF THE MUTUAL CONDITIONAL PDD ALGORITHM SYNTHESIS OF
THE TS PARAMETERS ESTIMATES

From the revue of formulas (5)…(8) it follows that the only nontrivial operation in the procedure of UTC

algorithm synthesis is the calculation of the conditional (depending on the target class) PDD ( )
i

ˆ /
g ωX

x  of the

TS vector estimate X. Therefore let us pay more attention to this question.

For the PDD ( )
i

ˆ /
g ωX

x  calculation the following procedure was developed.

(1) For each TS parameter Xs, belonging to the vector X, the stochastic model is created in the form:

 . ( )s s s sX̂ Xϕ= + ∆Z (9)
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where sX̂  is an estimate of TS parameter Xs  (scalar or vector);

ϕs(Zs) is the nonrandom function connecting the TS parameter Xs true value with the target sound
emission (or reflection) parameters, the target coordinates and moving parameters and the signal
channel propagation parameters, i.e.,

Xs = ϕs(Zs) (10)

Functions ϕs(Zs) make it possible to incorporate the effects of hydroacoustic conditions into the
classification algorithm;

∆Xs is an estimation error of TS parameter Xs. The error statistical characteristics (for example, the
variance) allow inclusion of noise conditions into classification algorithms.

The Zs vectors for different TS can contain the different quantity of parameters.

(2) The vector Z, which includes all parameters belonging at least to one vector, is formed.

(3) The mutual conditional (depending on the target class and Z vector) PDD of all TS parameters sX̂  is
calculated. Since the TS parameters estimation errors ∆Xs, as a rule, are independent, all TS parameters
estimates sX̂  become independent too. Therefore their mutual conditional PDD equals to the
multiplication of conditional PDD of every TS [5], i.e.

( ) ( ) ( )( )s jj s j

n n

ˆ ˆ s X s s s // , X / ,
s s

g g x g x ωω ω ϕ∆
= =

= = −∏ ∏
1 1

X Z Z
x Z (11)

The mutual conditional (depending only on the target class) PDD of all TS parameters estimates sX̂ ,

united in the vector X̂ , is calculated [3] :

( ) ( ) ( )
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ˆ ˆ// /
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z

x x (12)

where gz/ωj(z) is mutual conditional PDD of the parameters, forming the vector Z.  Since the majority
of these parameters are mutually independent, the PDD gz/ωj(z) is calculated as the multiplication of
the PDD of each vector Z element.

5. SUMMARY

The article contains the brief revue of general approach to the underwater target classification (UTC) algorithm
syntheses. This approach is based on the main features of UTC problem and can be used to design the
modern passive and active sonar.
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ABSTRACT

To optimise sonochemistry devices and develop scale-up strategies, it is important to predict
how cavitation bubbles are spatially distributed when they are generated by high intensity
ultrasonic transducers. The cavitation field generated by an ultrasonic horn transducer at low
frequency and high power is known to self-organize into a conical bubble structure. The spatial
distribution of bubbles results from bubble motion due to primary Bjerknes force: bubbles
nucleate at horn surface, move parallel to the surface and finally leave it along streamers that
constitute the cone. Recently published results suggest that this bubble structure behaves as a
non linear resonator. As such device couples linear (transducer) and non linear resonators
(bubble structure), the mechanism of irreversible energy transfer from linear to non linear
resonator called "energy pumping" could take place when the adequate excitation amplitude
is reached.
A one-dimensional theoretical model is proposed to analyse the two lowest coupled non linear
modes of the transducer-bubbly layer system. Sound speed in the bubbly layer is assumed to
vary with pressure amplitude according to published experimental results. Frequency-energy
curves show that the first mode, which corresponds mainly to transducer resonance, gets off-
balance above a given energy. A new equilibrium, involving both resonance modes and energy
dissipation by the cavitation cloud, is found with much lower sound speed in the bubbly layer
and much smaller energy stored in the system. Energy pumping could be associated to this
mode of operation.
Experiments are performed on a horn transducer radiating in a water tank driven by a pulsed
sinusoidal excitation (20 kHz). Horn surface velocity is monitored by laser vibrometry and
acoustic pressure is measured in the cavitation field using an hydrophone. Images of the
cavitation bubble structure are obtained with a high speed camera at 7000 frames per second.
When the electrical excitation is stopped, horn vibration amplitude decreases whereas the
pressure amplitude remains constant and bubble structure unchanged. When horn vibration
vanishes, pressure amplitude starts decreasing and bubble structure disappears. This result,
which shows that the cavitation cloud pumps irreversibly energy from the transducer, opens
the field up to new strategies in high power sonoreactors optimization and scale-up.

1. INTRODUCTION

For sonochemistry device optimisation and scale-up strategies, it is important to predict how cavitation

© 2015 Acoustical Society of India
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bubbles are spatially distributed when they are generated by high intensity ultrasonic transducers [1]. To
improve the understanding of this phenomena, the stable bubble structure of conical shape observed at the
vicinity of the horn surface of a cylindrical horn-type transducer is an extensively studied test case [2-9].
Physical models of the cavitation field at high intensity can thus be compared to experimental results on
acoustic pressure field, fluid streaming or spatial distribution of bubbles. Recent results suggest that the
bubble structure behaves as a nonlinear resonator constituted by moving cavitation bubbles. It has been
shown theoretically and verified experimentally that a resonant bubble layer trapped at horn surface can
explain nonlinear acoustic effects associated to the cone-like bubble structure [8].

As ultrasonic cavitation fields are usually generated using piezoelectric transducers which are linear
resonators, the device includes two coupled resonators: a linear resonator, the transducer, which provides
mechanical energy and a nonlinear resonator, the bubble structure. Systems coupling linear and nonlinear
resonators have been extensively studied in mechanics [10] and more recently in acoustics [11], revealing
that an irreversible passive energy transfer from the linear resonator to the nonlinear resonator can appear
above a threshold amplitude. In this paper, the occurrence of this phenomenon, called "energy pumping", is
investigated in horn-type cavitation devices at high intensity.

2. THEORY OF CRLH METAMATERIALS

2.1 Problem geometry and set of equations

A one-dimensional system constituted by a piezoelectric resonant transducer, a resonant bubbly layer and
an acoustic load is considered. Classical electro-mechanical and electro-acoustical analogies are used to
describe the system [12]. The transducer dynamics is described by the lumped constant equivalent electrical
circuit given using

(k – ω2m)U = Fd – F (1)

where U and F are respectively the displacement and the force at transducer radiating surface. Fd is the
driving force applied to the mechanical part of the transducer due to piezoelectric effect, k and m are
respectively the effective stiffness and the dynamic mass of the transducer.   e+jωt time dependency is
considered ω  is the angular frequency, t the time and j2 = –1. The resonance frequency of the isolated

transducer is 2
0 4f k mπ= . The resonant bubbly layer of thickness τ  is represented by a transmission line

relating forces and displacements on its surfaces [12]:

( ) ( )intcos sinb b

F
c U U

S
ρ ω βτ βτ− =⎡ ⎤⎣ ⎦ (2)

( ) ( )intsin cosb b

F F
c U

S S
ρ ω βτ βτ= − (3)

where Fint and Uint are respectively the pressure and the displacement at the interface between the resonant
layer and the acoustic load. ρb and cb are the effective density and effective speed of sound in the bubbly
layer which is assumed homogeneous.   β = ω/cb is the acoustic wavenumber in the bubbly layer and S is the
transducer radiating surface area. To simplify the analysis, the interface is assumed to be a free surface
described by setting Zload i.e. Fint = 0 in equation (3).

Non-linearity of the bubbly layer is associated to the variations of ρb and cb (and therefore β) with pressure
at horn surface  p = F/S. If bubble volume fraction δ verifies δ<<1 and frequency is far below bubbles resonance
frequency, these variations are written as [13]:

b fρ ρ≈ (4)

2 2
0

1 1

b

f

f Pc c

δρ
γ

≈ + (5)
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where  ρf  and cf are liquid density and speed of sound respectively, P0 the static pressure and γ the ratio of
specific heats for bubble gas. By combining equations (1) to (3) the set of equations is written as:

( ) ( )( )2
intcos sinf b f b dc S k m U c S U Fρ ω βτ ω βτ ρ ω⎡ ⎤+ − − =⎣ ⎦ (6)

( ) ( ) ( ) ( )2sin cos cosf b dc S k m U Fρ ω βτ ω βτ βτ⎡ ⎤− − = −⎣ ⎦ (7)

2.2 Results

Resonance frequencies of this system are obtained by setting Fd = 0 in equations (6) and (7). The two lowest
resonance frequencies are numerically computed for 0.036  cf  <  cb  < cf  with the following data: k = 2.984 1010

N.m–1, m = 1.89 kg, f0 = 19998 Hz, ρf = 1000 kg.m–3, cf = 1500 m.s–1, γ  = 1.4, P0 = 1.065  105 Pa,τ  = 1.525 10–3

m and S = πR2 with R = 0.035 m.

Variation of resonance frequencies versus cb is displayed in Figure 1.

Fig. 1. Ultrasonic transducer coupled to a fluid layer. Computed two lowest resonance frequencies (black
line: first mode; red line: second mode) versus fluid speed of sound: (a) in the 54-1500 m.s–1 range;
(b) in the 54-200 m.s–1 range.
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• As long as cb > 150 m.s–1, resonances are not coupled. The lowest resonance frequency remains
quasi-constant at 19960 Hz. This mode is similar to the resonance mode of the transducer loaded by
the added mass of the liquid layer which produces a slight frequency down-shift with respect to f0.
The second resonance frequency exhibits a linear decrease with cb. This resonance mode is a quarter
of wavelength thickness resonance of the fluid layer having zero-velocity boundary conditions on
one side (horn-fluid interface) and zero pressure on the other side (fluid-acoustic load interface).

• In the range 100 < cb < 150 m.s–1, the two aforementioned resonance frequencies get closer and
interaction takes place between resonance modes. New coupled modes are obtained as a combination
of previous modes. Both kinetic and strain energies are stored in the transducer and the fluid layer
for coupled modes, contrary to previous cases where the fluid layer (for lowest mode) or the
transducer (for highest mode) behaves as an added mass and stores only kinetic energy. This modal
interaction can lead to energy pumping when one resonator is nonlinear.

• When cb < 100 m.s–1, uncoupled resonances are recovered. The lowest resonance frequency is
associated liquid layer resonance frequency. The highest resonance frequency is associated to
transducer resonance frequency with a slight frequency up-shift due to fluid layer which behaves as
a negative added mass.

To compute frequency-energy plots, an additional relationship is introduced between bubble density
and acoustic pressure p = F/S. It is extracted from published measurements realized at 15.4 kHz on a ring
transducer [14]

( )3

0 t

t t sat

sat sat

if p p

b p p if p p p

if p p

δ
δ

⎧ ≤
⎪⎪= − ≤ ≤⎨
⎪ ≥⎪⎩

(8)

with  pt = 1.7 105 Pa, Psat = 2.1 105 Pa, δsat = 0.125, b = 1.953 10–15 Pa–3.  Coupled nonlinear resonance frequencies
are plotted versus total energy in a log scale in Figure 2. When the transducer is driven near its resonance
frequency with increasing amplitude, the system remains linear as long as the cavitation threshold is not
reached in the fluid layer. The resonance frequency remains constant while energy stored in the system

Fig. 2. Ultrasonic transducer coupled to a fluid bubbly layer. Computed frequencies versus total energy of
the two lowest resonance frequencies (black line: first mode; red line: second mode).



Energy pumping by cavitation cloud in low-frequency horn-type devices

Journal of Acoustical Society of India 123

increases (dashed line of Fig. 2). Once cavitation threshold is reached (circle corresponding to 1500 m/s in
Fig. 2), additional increase of driving amplitude leads to the appearance of cavitation bubbles in the fluid
layer and therefore to a decrease of speed of sound. The system gets off-balance as the increase of input
energy in the system produces a decrease of energy of the nonlinear mode. No harmonic solution can be
found in that case but a new quasi-periodic state consisting of a combination of two coupled nonlinear
resonance modes may be reached for a sound speed of approximately 121 m/s. Both coupled resonance
modes have similar total energy and resonance frequencies separated by 1 kHz (19460 Hz and 20460 Hz). A
previously published work has demonstrated that irreversible energy pumping of the linear resonator by
the nonlinear resonator takes place in these conditions [11].

3. EXPERIMENTS

3.1 Set-up

Ultrasonic vibration is generated by a sandwich piezoelectric transducer coupled to a mechanical amplifier
and a 70 mm diameter horn. It is driven by a pulsed sinusoidal excitation with a typical pulse length of 2000
periods at 20900 Hz with 3 Hz repetition rate. The horn surface velocity is monitored indirectly by measuring
the radial velocity at half-height of the horn and using a preliminary measurement of the longitudinal
(surface)/radial (half height) velocity ratio. The horn is partially immersed (approximately 1 cm deep) in a
tank is filled with tap water. Acoustic pressure is measured on the symmetry axis, 1 cm below horn surface,
using a Bruel & Kjaer (B&K) 8103 hydrophone. Images of the cavitation bubble structures are obtained with
a high speed camera at 7000 frames per second. To synchronize high speed images and hydrophone
measurement, an ultra-fast light emitting diode is used to generate a very short flash when the electrical
drive is stopped. The duration of the flash is calibrated at a value of 200 µs to illuminate only one picture
taken by the high speed camera.

3.2 Results

A first set of experiments is performed at moderate amplitude drive, when cavitation takes place in the tank
without formation of the cone bubble structure. In that case, the effective speed of sound in the fluid remains
close to 1500 m.s–1. According to theoretical analysis, the system is expected to be driven on the mechanical
mode of the transducer/amplifier/horn system loaded by the fluid. Energy pumping should not be observed.
Variation of measured acoustic pressure and horn surface velocity after electric drive switch off is
characterized by a simultaneous exponential decrease of acoustic pressure and horn velocity immediately
after switch off. Pictures of cavitation field and particularly of bubbles streamers at horn surface shows an
important decrease of cavitation bubble activity after switch off: energy pumping does not take place at
moderate drive level.

Experiments are also conducted at high drive levels for which cone-like bubble structure is observed
below horn surface. Variation of measured acoustic pressure and horn surface velocity after electric drive
switch off as well as pictures of cone-like bubble structure at specific times are displayed in Figure 3. A large

(b)(a)
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(d)(c)

Fig. 3. Case of a high drive level (conical bubble structure is observed). (a) variation of measured acoustic
pressure (grey line) and surface velocity (black line) (in arbitrary units) versus time when the electrical
drive is stopped; (b) to (f) Pictures of bubble structure at different times.

(f)(e)

time delay of 1.813 ms (i.e. 38 periods of driving frequency) is found between the start of velocity decrease
(which coincide with electrical switch off) and the start of pressure decrease. During that period of time
(times 1 to 3), no change is observed in cone-like bubble stru-ture and in streamers at horn surface. Vibrational
energy of the transducer is pumped by cone-like bubble structure which remains unchanged as does the
associated pressure field. Interestingly, it can be noted that, during this energy pumping, pressure field
remains asymmetrical suggesting that inertial cavitation is also maintained. At later times (times 4 and 5),
structure vibrational energy is drained and energy pumping is stopped leading to an important decrease of
bubble activity.

4. CONCLUSION
The results presented in this paper demonstrate that energy pumping takes place in horn-type devices at
high intensity i.e. that the cone-like bubble structure acts as a non linear resonator which pumps horn
vibrational energy. Therefore, horn-type devices driven at high level should no more be considered as linear
resonators radiating energy in a fluid which converts part of this energy into cavitation bubbles (which is the
working mode at moderate drive level), but as a system coupling a mechanical resonator (the horn transducer)
and a nonlinear acoustic resonator (the cone-like bubble structure) in which irreversible energy transfer
from horn towards bubbles structure takes place. This phenomenon appears when the resonance frequency
of the cone bubble structure is close enough to the driving frequency (and therefore to the horn transducer
frequency). It requires to reach a given bubble density threshold and therefore a given drive amplitude
threshold, a phenomenon which has been observed experimentally [2, 5, 8].
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ABSTRACT

Conventional towed type underwater sensor array modules consist of acoustic sensors, elec-tronics
and allied accessories housed in a polyurethane tube, filled with oil as the coupling fluid. This
system is vulnerable to puncture damages which result in oil leakage leading to total loss of
performance of the array and result in ecological issues. In order to overcome these issues, an alter-
native, which is unaffected by puncture damages, was developed. This novel sensor array when
fully made, acquires a monolithic solid form encompassing the sensors, electronics etc. in a new
design and is devoid of oil and the outer polyurethane tube. A fully functional solid linear acoustic
sensor array in Seabed Array configuration for stationary applications was developed and proved.
Linear arrays in towed array configuration were also developed and the performance compared
with conventional type of oil filled arrays. The results of ambient noise level pick up by array sen-
sors, influence of wake on array performance and signal detection levels in stationary and towed
condition are presented.

1. INTRODUCTION

Underwater acoustic transducers are the primary surveillance tool for ships and submarines in the
naval scenario. Among the different types of underwater acoustic surveillance tools, ‘Seabed deployed sensor
array’, a passive variety, is used as a stationary surveillance tool. Another class of surveillance tools is a
towed sensor array that is towed in a linear array behind towing vessels or platforms like ships or submarines.
Conventionally, these sensor arrays comprise long flexible housings filled with an acoustically coupling
fluid, embedding the sensors and allied electronics arranged on a strength member. The present study
relates to the design, development and comparison of performance of a novel solid polymer embedded
linear flexible acoustic sensor arrays in Seabed deployed as well as towed array configuration and its
performance comparison with otherwise similar fluid filled array. Solid arrays, wherein the coupling fluid
is replaced by a solid material, are important advancements in underwater scenario and are better in terms
of reliability and ruggedness, ease of transportation, environment friendliness and they are unaffected by
puncture damages while maintaining the acoustic performance of the existing technology1-7.

The polymer selected for embedding the sensor assembly and the electronics was a two component
polyurethane. A performance comparison of the solid array designed for seabed deployment, with the
fluid filled version using channel-wise frequency spectra and target tracking analysis proved that this
indigenously developed technology could be used as an efficient tool for coastal surveillance. Three
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independent modules, containing sensor units in three different environments were developed for towing
evaluation. Extensive acoustic evaluation and performance comparison was performed by the following
studies, (i) ambient noise level pick up by each array sensors, (ii) effect of wake on hydrophones in different
environments and (iii) signal detection levels of each array by pulsed transmission of half sine wave and 3
kHz CW pulse. It was also proved that the solid array is very flexible enabling easy winding over a winch
before deployment for towing. The improved and more consistent acoustic performance of these arrays
suggests that these are highly beneficial towards the development of futuristic thin line passive underwater
acoustic surveillance tools.

2. SOLID LINEAR FLEXIBLE ACOUSTIC SENSOR ARRAY FOR STATIONARY
APPLICATIONS

A 16 channel sensor array was designed and developed by embedding acoustic sensor assemblies, allied
electronics and power supply capsules in a flexible matrix. The acoustic signals are amplified by a pre
amplifier of certain gain. The pre amplified signal is further converted into a proportional current form
using a voltage to current converter. The important design features of the array are as follows.

• A paradigm shift from conventional oil-filled linear acoustic sensor arrays

• Fabricated using in situ polymerization of a liquid PU resin fill material
• Monolithic solid structure that embeds all sensors and electronics in the solid matrix
• Devoid of the outer PU tube and other housings and supports for sensor PCB assemblies
• Devoid of housings for hydrophone-PCB assembly
• Hydrophones premoulded using PU and PCBs and power supply unit premoulded using thermally

conducting silicone
• Remedies the problems of cracks, damages and leakage and resultant total loss of performance
• Fabrication can be up scaled  for bulk production

The hydrophones used for underwater applications are to be protected from water permeation by
proper encapsulation with a suitable material. The matrix material chosen for fabricating the solid linear
array in stationary configuration for seabed array application (hereafter referred as Solid Array 1) is an
indigenous two component polyurethane material. This has suitable mechanical, electrical and physical
properties for the projected applications. The important material properties are mentioned in Table 1.

Property Value

Hardness (Shore A)  65 ± 5
Ultimate tensile strength, MPa 12
 Flexural modulus, MPa 8.6
Elongation at break, % 400
Compression set, % 46
(ASTM D 395, method B):
Volume resistivity, &!-cm, 1.2 x 1012

500 V, 27°C
Echo Reduction, dB < 1

Property Value/ Remarks

Colour transparent pale yellow
Specific gravity 1.1
Tear strength, N/cm 372
Compressive strength 27 N/mm2

Water absorption, % (stabilized) 0.5
Water absorption, % 0.22
(20 kg/cm2, 10 days):
Insertion loss, dB < 1

Table 1. Physico-chemical and acoustic properties of the matrix material used
for fabrication of solid linear flexible acoustic sensor arrays

3. SOLID LINEAR FLEXIBLE ACOUSTIC SENSOR ARRAYS FOR TOW APPLICATIONS

The present work is extended to design and develop solid linear acoustic sensor arrays for towing applications
also. An important application of the solid array technology that emerged was to remedy the left-right (LR)
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ambiguity of targets. The idea is to arrest the misalignment of the sensors due to twist and roll which, in turn,
creates errors in LR resolution. Towards this, three independent array modules were fabricated which contained
sensor modules as triplet units in three different environments. The first one is the array with completely solid
PU moulded triplets (hereafter referred as Solid Array 2), the second is a hybrid one in which hydrophones
are in an oil environment in a leak proof compartment and the mounting is compliant (hereafter referred as
Hybrid Array). The third one is a conventional oil filled triplet sensor array (Oil filled array) for comparison
with the other two. The triplet sensor units are shown in Fig. 1 and array modules are shown in Fig. 2. Each
array consists of 9 triplet units, heading sensors, depth sensors and allied electronics. The modules are
interconnectable through electro mechanical connectors. The total array is a 27 triplet sensor array and 15 m
long. Data from the array was received through an FOM cable. Extensive acoustic performance evaluation
was performed for the array, both in stationary and towed configurations.

Fig. 1. (a) PU moulded LR triplet hydrophones (b) triplet hydrophone arranged in delrin
compartment for hybrid array (c) triplet hydrophone for oil filled module

Fig. 2.  (a) Solid array 2 (b) Hybrid array (c) Oil filled array modules

4. RESULTS AND DISCUSSIONS

4.1 Acoustic evaluation of solid linear sensor arrays in seabed configuration for stationary
applications (Solid array 1)

A schematic of Solid array 1 is shown in Fig 3.

Fig. 3. Schematic of solid linear acoustic sensor array and its major components
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Acoustic evaluation of Solid array 1 was performed by monitoring the time domain signals and frequency
spectrum of individual channels and multi channel signals and was compared with a similar oil filled array
(OFA). A 1.5 kHz transmission signal from a projector was used as input. The time- bearing tracks processed
by the signals received at the hydrophones of both the arrays was performed by target tracking experiments
in a lake. Representative channel wise frequency spectrum amplitude of both the arrays are shown in Fig. 4a
and beam forming results for target tracking are given in Fig. 4b

Fig. 4.(a) Representative channel wise frequency spectrum of Solid array 1 and OFA
(b) target tracking result of Solid array 1 and OFA

The signals are better and the beam width is sharper for Solid array 1, whereas those of OFA are diffused.
Solid array 1 has no outer plastic tube and the acoustic signals are transferred directly from water to the
sensors inside through the acoustically transparent matrix material. In OFA, the sensors are placed in an oil
filled tube by means of a polyacetal casing. Hence, the acoustic signals have to encounter more interfaces
such as water/outer tube, tube/oil, oil/casing, etc. and the loss of acoustic energy due to these interfaces are
obviously more, which leads to the inferior performance for OFA, when compared to Solid array 1.

4.2 Acoustic evaluation omf solid linear sensor arrays in towed array configuration (Solid
array 2, Hybrid array and Oil filled array)

Acoustic performance evaluation results for the three arrays shown in Figure 2a, 2b and 2c was carried out
both in stationary and towed conditions in underwater lake facility. Ambient noise level of each sensor
channel and its power spectral density and the beam output noise level were measured for the individual
array modules in stationary condition. The same experiments were also repeated in generated wake condition.
A comparison of the influence of wake on the performance of the individual array modules was made.
Signal detection levels in stationary condition were measured both when the arrays were inside the wake
and not inside the wake. The position of the arrays were so adjusted that the effect of position was nullified.
The loss of performance by the influence of wake was compared. The arrays were towed at two different
speeds and similar experiments were carried out to compare the performance of the arrays in towed condition.

Noise level measurements for each sensor channel as well as the beam output noise levels show that
wake noise was minimum for the hybrid array compared to the oil filled and the solid arrays (Fig. 5a). The
performance comparison for signal transmission experiments (continuous wave, 3 kHz) in static condition
is given in Fig. 5 b. Maximum signal pick up and SNR was obtained for the hybrid array compared to the oil
filled and the Solid array 2 in wake. Adverse effect of wake towards signal pick up was minimum for the
Hybrid array. The reduction in signal level for each array due to wake is given in Table 2.
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Fig. 5. (a) Noise level data for the three arrays in presence of wake (propeller speed, 1200 rpm),
(b) beam formed signal level output for the three arrays in presence of wake for an input of 3 kHz CW

Table 2.  Reduction signal levels when the arrays in wake (compared with ‘no wake’ condition)

Array positions Reduction in signal level when arrays are in wake (dB)

Oil Filled array Solid array Hybrid array

Position 1 18 12.5 4.6

Position 2 15.3 11.3 6.7

Position 3 13.7 8.5 4.2

The arrays were towed at two speeds 8 km/h & 11.5 km/h. The noise levels (Fig 6 a & b) are lowest for the
Hybrid array during towing also. Signal pick up for 3 kHz CW (Fig. 7 a.) was found to be higher for Hybrid
array along with minimum no. of side lobes. The corresponding waterfall display (Fig. 7b) is also shown.

Fig. 6.  Noise levels during straight run (a) & during turn (b) while towing
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Fig. 7. (a) signal pick up  by the arrays on towing & (b) corresponding waterfalls display

The influence of wake on all the arrays in the absence and presence of signal transmission was also
studied.  The signal level obtained by the three modules with 3 kHz continuous wave signal transmissions
and the performance in wake studies showed that the Hybrid array was least affected by the presence of
wake, whereas the wake affected the performance of the oil filled array considerably and the that of solid
array to a lesser extent, as shown in Table 2. The signal pick-up by the solid and hybrid array modules are
better than oil filled array in the presence of wake.

5. CONCLUSIONS

A novel solid polymer embedded linear acoustic sensor in stationary configuration for seabed sensor array
application was designed and developed. It is established that this can be used successfully as an acoustic
sensor array for geophysical and military applications. The solid array route for developing flexible linear
sensor arrays was extended to develop towed arrays also. The performance of these arrays were compared
with that of a conventional oil filled array by extensive acoustic evaluation performed, both in stationary
and towed configurations. The influence of wake was also studied. The results indicated that the solid arrays
are suitable, and better compared to conventional oil filled arrays, for passive underwater acoustic
surveillance. The study is highly beneficial towards development advanced sensor arrays.
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ABSTRACT

Approaches for instantaneous long-range passive localization of marine mammals using a single
densely-sampled towed horizontal receiver array in a random range-dependent ocean
waveguide have been examined21. They include (1) moving array triangulation (MAT), which
combines measurements made on adjacent or widely separated finite apertures of a single
towed receiver array and employs the conventional triangulation ranging algorithm for
localizing sources located in the near- or far-field of the receiver array; (2) array invariant(AI),
a technique that exploits the dispersive modal arrival structure of the acoustic field in an ocean
waveguide to estimate the source range for sources located off the broadside beam of the receiver
array; (3) the bearings-only target motion analysis in modified polar coordinates implemented
using the extended Kalman filter (MPC-EKF) where the bearing and range components of the
source location and velocity state vector are decoupled, and (4) bearings-migration minimum
mean square error (MMSE), which is also based on triangulation but combines sequential
bearing measurements in a global inversion for the mean source position over the measurement
time interval.  The passive source localization methods are calibrated by applying them to
localize and track a vertical source array deployed in the far-field of a towed horizontal receiver
array during the Gulf of Maine 2006 experiment21,2,3. The source transmitted intermittent
broadband pulses in the 300-1200 Hz frequency range and was located between 1 to 20 km
from the receiver array. A nonlinear matched-filter kernel designed to replicate the acoustic
signal measured by the receiver array is applied to enhance the signal-to-noise ratio (SNR).
The performance of the passive source localization methods are determined by comparing the
estimated source position with the true positions obtained from Global Positioning System
(GPS) measurements of source and receiver locations. Finally, passive localization of marine
mammals from their vocalizations received on a dense towed horizontal array employing the
approaches investigated here is discussed.

1. INTRODUCTION

Current approaches for passive localization and motion tracking of marine mammals1-3 in an ocean waveguide
include hyperbolic ranging4-5 with measurements from two or more widely separated single hydrophones

© 2015 Acoustical Society of India
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Similar to MAT, the AI-estimated source positions ( )ˆ ˆ ˆ( ) ( ), ( )AI AI
s st x t y t=AI

sr   can be calculated using Eq. (3),

given the known receiver array position ˆ ˆ[ ]/2MAT AI
si sR R R= +  and φ(t) .

2.3 Recursive nonlinear filters for bearings-only TMA

There are many existing recursive type nonlinear filters in Bayesian framework available for bearings-only
source localization and tracking with a single moving observer. Here the modified polar coordinate extended
Kalman filter (MPC-EKF) is employed to estimate source horizontal trajectory because (1) it is computationally
efficient, (2) it can provide asymptotically unbiased source state estimates,19 and (3) it automatically decouples
the observable bearing from the unobservable range component of the estimated source state and prevents
error covariance matrix ill-conditioning.19 Detailed formulation of the MPC-EKF is given by Eqs. (6.47) to
(6.55) in Sec. (6.4.1.1) and Eqs. (6.110) to (6.116) in Sec. (6.7) of Ref. 20, and Eqs. (B1) to (B13) in Appendix B
of Ref. 19.

Accurate initialization of the source state vector and error covariance matrix are essential for the MPC-
EKF to achieve reliable tracking performance.19-20 The initialization procedure is described by Eqs. (6.56) to
(6.78) in Sec. (6.4.1.1) of Ref. 20. Here we use the averaged initial range estimates from the MAT method and
the AI method, ˆ ˆ[ ]/2MAT AI

si sR R R= + , and the first bearing estimate 0 1
ˆ (t )β  as inputs to initialize the MPC-

EKF in scenarios where the source is located off the endfire beam of the receiver array.

2.4 Bearings-migration Minimum Mean Square Error method

The MMSE21 method is derived for estimating the mean source position over a measurement time interval
when multiple source bearing measurements are available.  For a towed horizontal receiver array and a
spatially stationary source, the sequential source bearing measurements will follow a unique, unambiguous,
and nonlinear migration route over time. Taking advantage of the one-to-one mapping between the source
position and the bearing-migration path for the statistically stationary source, the expected mean source
position

( )2
MMSE

0
ˆ ˆ

ˆ ˆ ˆˆ ˆ ˆarg min MSE( ( )) arg min E ( )B B B
∈ ∈

⎡ ⎤= = −
⎢ ⎥⎣ ⎦

s s

s s s
r S r S

r r r (4)

is determined by minimizing the mean square error of sequential source bearing estimates, where ˆ ˆ( )B sr  is a

sequence of theoretical source bearings for the source position ŝr  within the search space S of all source

positions, ˆ∀ ∈sr S , and 0B̂ is the measured source bearing from the receiver array obtained by conventional
beamforming.

3. LOCALIZATION AND MOTION TRACKING OF A VERTICAL SOURCE ARRAY

We apply the (1) MAT, (2) AI, (3) MPC-EKF, and (4) MMSE methods to localize and track the horizontal
trajectory of a vertical source array using measurements made on a towed horizontal linear receiver array
during GOME'06.2-3 A total of 42 tracks of the towed receiver array with relative source bearing spanning
from broadside to endfire of the towed receiver array were analyzed and the localization accuracy quantified
in terms of a normalized bias of the mean source position estimate and the fractional root mean-square error
of the instantaneous source range estimates along a track (see Fig 2 for an example). The AI was found to be
the most consistent in its performance maintaining a roughly 7% normalized bias in mean source position
estimate and 8% fractional RMS error in source horizontal trajectory tracking over a wide range of tracking
scenarios. The performance of the MAT and MMSE varied widely depending on the tracking scenario. The
MAT led to as small as 2-3% normalized bias and 3-5% fractional RMS error when localizing moored sources,
but was not reliable for localizing sources located within or near the endfire beam of the receiver array or for
fast moving sources. The MPC-EKF was shown to be the most favorable approach for localizing moving
sources with less than 6% normalized bias when the source range estimates from the MAT and AI are used
to initialize the Kalman filter. It also provided the best mean source position estimates with roughly 6%
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normalized biases averaged over all tracking scenarios, and yielded relatively small (roughly between 7 and
12%) fractional RMS errors, slightly larger than those of the AI (<9%). The most reliable technique for localizing
sources within or near the the endfire beam of the towed receiver array was the AI regardless of whether the
source was moving or moored.

Fig. 2. Passive localization and tracking of a vertical source array using a high-resolution towed horizontal
receiver array during Gulf of Maine 2006 Experiment. (a) Source-receiver geometry; (b) true (GPS)
and beamformed source bearings, (c) estimated source horizontal trajectories and corresponding
mean source positions estimated using the MAT and AI methods match well with the GPS-measured
true source horizontal trajectory and mean position; (d) Instantaneous source range estimates and
the linear-least-squares (LLS) fitted results from the MAT and AI methods are compared to the
GPS-derived true source ranges.

4. LOCALIZATION AND TRACKING OF MARINE MAMMALS

The four passive source localization methods discussed here have been applied to localize and track numerous
humpback whale (Megaptera novaeangliae) individuals from their vocalizations in the 200 Hz to 800 Hz range
received on a towed horizontal receiver array during their Fall 2006 feeding season in the Gulf of Maine. The
farthest whale localized extended roughly 100 km range from the receiver array.  The MAT method has also
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been applied to localize and track several sperm whales (Physeter macrocephalus) in the shallow Gulf of
Maine and deeper continental slope region south of Cape Cod in the US East Coast from the low frequency
component of their vocalizations in the 300 to 2500 Hz range comprising of echolocation and social clicks
received on a towed horizontal receiver array. The approach and results presented here can be applied to
address the feasibility of monitoring marine mammals from long ranges with other low frequency towed
receiver array systems, such as those used in naval and geophysical applications, where it may be important
and necessary to remotely sense marine mammal activity from long ranges.

5. CONCLUSIONS

Four methods for passive localization and motion tracking of a source located in the far-field of a
towed horizontal receiver line array have been examined. They are (1) moving array triangulation,
(2) array invariant, (3) bearings-only target motion analysis in modified polar coordinates via the
extended Kalman filter, and (4) bearings-migration minimum mean-square error. The methods
were calibrated by applying them to localize and track a vertical source array deployed in the far-
field of a towed horizontal receiver array during the Gulf of Maine 2006 experiment (GOME'06).
The four methods have also been applied to instantaneously localize and track both baleen and
toothed whales in the US Northeast Coast using a dense towed horizontal receiver array from
their received vocalizations.
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ABSTRACT

Sound plays a very important role in Hindu worship spaces both at homes and temples. In Hindu
temples the two chambers that have reverberant acoustic characteristics are the Garbha-Griha where
the deity is consecrated and the Ardha-Mantapa which is a chamber in front of Garbha-Griha. The
Vedic chants and prayers are recited and the sacred instruments such as conch-shells, bells, and
gongs are played in these chambers. The Vedas, which are the foundational literature of Hinduism,
are the collection of mantras chanted with precise acoustical characteristics. It is for this reason oral
tradition has been very efficient in transmitting the Vedic chanting from master to     disciple. The
use of Vedic chants in Hindu worship is well known. In addition to Vedic chants, conch-shells,
bells and gongs are also very commonly used to enhance the spiritual experience of the devotees
during the worship. The sounds from these acoustically well designed conch-shells, bells and gongs
are considered as sacred when they are used during worship. These sacred sounds help devotees
in their concentration during worship in the sacred space. The sounds of conch-shell, bell and gong
are used at various times during the worship. However, all of these sounds are simultaneously
used at the end of the worship when camphor flame is offered to the deity. This acoustical experience
is significant to the devotees in the worship.  The conch-shell when unwound on an axis can be
seen as a French horn. The sound from a conch-shell has very high quality factor indicating the
sharpness of its resonance. The conch-shell is generally used at the beginning of the worship. Given
the tonal quality of its sound, it captures the attention of the devotees and helps in focusing the
mind to the worship. Similarly the bell is also used at the beginning of the worship. The sound of
well-designed bell has a ringing sound that sustains for considerable duration. It is also noted that
both the conch-shell and bell sounds acoustically resembles the chant of sacred sound of OM. The
gong is generally played during the end of the worship along with bell and conch-shell. The gong
is played as a percussion instrument with a nice rhythm. Generally the rhythmic gong sound is
loud. When all these three instruments are played together at the end along with the chanting, one
can experience the synergy of the various sounds adding to the spiritual experience of the devotees.
The Hindu worship is seen as a celebration of the devotees having communion with God. This
paper presents acoustical studies of chants and also of these instruments. The paper also discusses
the   importance of these sounds in their contributions to the acoustics of the worship spaces.

© 2015 Acoustical Society of India
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1. INTRODUCTION

Worship is the pinnacle of communication between God and human beings in many religions. Worship can
be individualistic or communal. Individual worship can happen anywhere and anytime. However, the
communal worship usually requires dedicated spaces such as temples, gurdwaras, churches, synagogues
and mosques. Communication during the worship can take several forms. Praying mentally and
contemplation can be silent whereas other forms of worship such as chants, songs and music all will involve
sound [1-3]. Acoustics plays an important role in worship spaces in all cultures and religions of the world.
This is natural as acoustics deals with sound, one of the senses of perception [4]. In Hinduism, acoustics is
of major importance in various aspects of life namely spirituality, religion, culture, science, art etc. It is well
known that sound plays a very important role in Hindu worship spaces namely homes, community halls
and temples. The Vedas, which are the foundational literature of Hinduism, are the collection of mantras
chanted with precise acoustical characteristics [5-8]. It is for this reason oral tradition has been very efficient
in transmitting the Vedic chanting from master to disciple [7]. The use of Vedic chants in Hindu worship is
well known. In addition to Vedic chants (vocal), conch-shells, bells and gongs are also very commonly used
to enhance the spiritual experience of the devotees during the worship [9]. This paper presents acoustical
studies of chants and of these instruments sounding individually as well as collectively. Figure 1 shows
typical Conch-Shell, Bell and Gong instruments used for the study. The paper also discusses the importance
of these instruments and their contributions to the acoustics of the Hindu worship spaces.

Fig. 1. Conch-Shell, Bell and Gong used in this study.

2. VEDIC PERSPECTIVES ON SOUND

Vedas are categorized into four namely Rig-Veda, Yajur-Veda, Sama-Veda and Atharvana-Veda. Vedas
refer to the body of the knowledge that deals with physical, psychological and spiritual aspects of life and
cosmos. The word “Veda” is etymologically related to a verbal root “Vid”   meaning “to know”. In addition
it is interesting to know that Vedas are collection of very large number of  “mantras”, which are referred as
Vedic chants. These Vedic chants have phonetic characteristics such as pitch, duration, emphasis, uniformity
and juxta-position [7]. These Vedic chants are orally transmitted with extraordinary acoustic precision
from master to disciples from ancient times to present times. It is well known that the acoustic precision in
the oral transmission of Vedic chants, music and speech cannot be surpassed through writing [5, 7]. In
2003, UNESCO proclaimed that the oral tradition of the Vedic chanting as an intangible cultural heritage of
the world. The proclamation recognizes that “..To ensure that the sound of each word remains unaltered,
practitioners are taught from childhood complex recitation techniques that are based on tonal  accents, a unique
manner of pronouncing each letter and specific speech combinations” [7].
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The art and science of acoustics have received a high importance in the Vedic literature. The chants
along with both vocal and instrumental music are playing major role in Hindu tradition from ancient times
to the present. This is noted by Sir C.V. Raman that “it would form a fascinating chapter of history to try and
trace the gradual development of musical instruments and musical knowledge, from the rhythmic chanting of the Rig-
Veda in the ancient home of Aryan race to the Indian music of the present day” [8]. In Vedic literature the production
of human speech is emphasized. This could be due to the importance of acoustical aspects of Vedic chants.
The speech production according to Vedic view can be described through four stages. These four stages are
called as Para, Pashyanti, Madhyama and Vaikhari. These four stages are integrally connected to the yoga
aspects of Vedic tradition. Among these four stages the last stage namely Vaikhari refers to fully manifested
speech sounds from the human speaker propagated to the listener. The other three stages namely Para,
Pashyanti and Madhyama refers to the stages internal to the human speaker. The fourth stage of Vaikhari
encompasses various types of acoustic expressions in human life. They can be represented (as shown in
Fig. 2) by speech, music, literature and spirituality. This model for four stage development of speech sounds
can also be generalized conceptually to production of sound [10].

Fig. 2. Representation of the four fields of sound at Vaikhari level.

The philosophical and spiritual aspects of sound are also very much emphasized in Vedic Hindu
tradition. It is interesting to note that the commonly referred five basic elements in Vedic literature namely
space, air, fire, water and earth are related to corresponding senses of perception [5, 11]. The subtle to gross
order of correspondence according to the Vedic tradition is shown in Table 1. It is interesting to note that
the spatial experience is solely related to the sense of sound perception.

Table 1. The order of correspondence according to the Vedic tradition

Space Sound

Air Touch, Sound

Fire Form, Touch, Sound

Water Taste, Form, Touch and Sound

Earth Smell, Taste, Form, Touch and Sound
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3. ACOUSTICAL ASPECTS OF HINDU WORSHIP SPACES

Temples (devaalayas or mandirs) as worship spaces have been an integral part of Hindu religion from
ancient times. Hindu temples in India and around the world are marvels of art and architecture. Hindu
temples play a major role in not only performing various sacraments and celebrating festivals but also a
resource for spiritual development. In addition to Hindu temples as worship spaces, Hindus also use spaces
such as community halls and specified space in their homes as spaces of worship. The worship practice in
general consists of a priest performing the worship on behalf of the congregation. However, at some stages
of worship devotees chant together mantras and recite prayers along with the priest. Devotees also sing
together songs as prayers and they are known as bhajans and kirtans. In addition to the mantras and
bhajans, instruments such as bells, gongs and conch-shells are also used in the worship.

The most important space in a Hindu temple is the space where the deity is installed. This space is
known as "Garbha-Griha" in Sanskrit, which means a "womb-chamber". This is also referred as sanctum-
sanctorum. The dimensions of this chamber are based on the size of the deity. This chamber has only a door
and no windows. Only the priest is allowed in this chamber for worship through chants and prayers.
Generally the priest also rings a hand-bell during the worship along with chants. Generally this chamber is
built of walls made of stones. The interesting acoustical fact is that this chamber is highly reflective and has
a high reverberation time. In addition, this womb-chamber is generally connected to another space through
its door opening. This attached second space is generally called as "Ardha-Mantapa" which means "half-
chamber" to  indi-cate that this space is about half the floor size of the Garbha-Griha. The Ardha-Mantapa
is also made of stones and is highly reflective with high reverberation time. The scriptures called Agama
Shastras on temple design prescribe that the whole temple is designed based on the size of the deity installed
in the Garbha-Griha. The acoustical importance of Ardha-Mantapa is that a number of priests in addition
to the main priest in the Garbha-Griha chant in unison and also the instruments such as conch-shells, bells
and gongs are sounded. Generally the Ardha-Mantapa leads to a "main hall" referred as "Maha-Mantapa".
It is in this Maha-Mantapa where a large number of devotees  assemble and participate in the worship [12-
14]. The Narayanaswami temple at Melkote, near Mysore city, Karnataka, India is a well-known temple
dated back to 11th century A.D.  Figure 3 shows the floor plan of the temple. The spaces noted as 1, 2 and
3 in Fig. 3 are the Garbha-Griha, Ardha-Mantapa and Maha-Mantapa respectively. The dimensions of the
Garbha-Griha are 7 ft  10 in. x 8 ft 2 in. (2.39 m  x 2.49 m) with a height of 10 ft (3.05 m). The dimensions of
the Ardha-Mantapa are 13 ft x 6 ft 9 in. (3.96 m  x 2.06 m) with a height of 10 ft (3.05 m) [15].

The two temples in which acoustical measurements were made are Sri Venkateswara Temple of the
Hindu Temple and Cultural Society in the Bridgewater, New Jersey, USA shown in Figure 4(a) and The Sri
Lakshmi- Sri Narayana Temple of the Hindu Temple Society of Capital District in Albany, New York, USA
shown in Fig. 5(a).  Figure 4(b) shows the details of Ardha-Mantapa and  Garbha-Griha of the deity Sri
Venkateswara and the corresponding main hall. The details of Ardha-Mantapa and Garbha-Griha of the
deities of Sri Lakshmi and Sri Narayana and the corresponding main hall are shown in Fig. 5(b). In both
temples there are many other deities. In both temples the sound pressure level recordings were made
outside but near the Ardha-Mantapa in the main hall. The priest chanted in the Ardha-Mantapa  and also
the conch-shell, bell and gong sounds were produced in the Ardha-Mantapa. Similarly sound recordings
were made in a community hall environment and an anechoic chamber. The sound pressure level increases
at the position outside the Ardha-Mantapa of each temple. This is due to reverberation effects of combined
Garbha-Griha and Ardha-Mantapa  in comparison with the corresponding position in the free field.  The
increase in sound pressure level can be predicted using the following room acoustic equations.

(a) if we model the entire Garbha-Griha and Ardha-Mantapa space as highly reflective and diffuse
field then the sound pressure level (SPL) at any given point,

⎡ ⎤= + ⎢ ⎥⎣ ⎦
1

4
10 logP wL L

R (1)

(b) However, If we assume the room (such as Garbha-Griha and Ardha-Mantapa)  space as entirely
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Fig. 3. Floor plan of The Narayanaswami Temple at Melkote, Karnataka, India.

(a)                                                               (b)

Fig. 4. (a) Sri Venkateswara Temple, Bridgewater, NJ, USA (b) Floor Sketch View.
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(a) (b)

Fig. 5. (a) The Hindu Temple Society of Capital District, Albany, NY, USA (b) Floor Sketch View.

Table 2.  Estimated reverberation time and sound pressure level of various Hindu temples

Temple (Bridgewater, NJ) Temple (Albany, NY) Temple (Melkote, India)

Volume T60 ÄL Volume T60 ÄL Volume T60 ÄL

Ardha-Mantapa 36.18 1.09 22.93 10.87 0.58 13.9 24.84 0.92 21.9

Garbha-Griha 43.86 1.14 22.32 19.93 0.68 14.5 18.11 0.61 21.5

Combined 80.02 1.12 19.62 30.80 0.63 11.2 42.95 0.76 18.7

free field then the sound pressure level at the corresponding point, close to Ardha-Mantapa for a
given source of sound power level (Lw ) can be written as,

π
⎡ ⎤= + ⎢ ⎥⎣ ⎦

2 2

1
10 log

4P wL L
r (2)

Subtracting Eqn. (2) from (1), we can obtain the increase in  SPL of the room space as,

π⎡ ⎤
∆ = − = ⎢ ⎥

⎣ ⎦

2

1 2

16
10 logP P

r
L L L

R (3)

where, R = αS / α−(1 )  is the room constant, S is the surface area of the room and α  is the average absorption
coefficient of the room. Here, 'r oom' represents Ardha-Mantapa,  Garbha-Griha  as well as combined space
of Ardha-Mantapa and Garbha-Griha. The volume (m3), theoretical estimation of reverberation time T60 (in
sec) and increased sound pressure level (?L in dB)  calculated using the Eqn. 3 for all these three temples
are given in Table. 2. The estimated theoretical reverberation times (T60) for the combined Ardha-Mantapa
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Fig. 6. Reverberant sound fields with sound source in (a) Garbha-Griha and in (b) Ardha-Mantapa.

and Garbha-Griha for the Sri Venkateswara temple, Bridgewater, NJ, USA and the Sri Lakshmi - Sri Narayana
temple, Albany, NY, USA are 1.12 sec and 0.63 sec respectively. The theoretically estimated reverberation
times for the Maha-Mantapa for the above two temples are 1.25 sec and 1.1 sec respectively. The theoretically
estimated reverberation time (T60) as in  Table 2 for the combined Garbha-Griha and Ardha-Mantapa for
the Sri  Narayanaswami temple in Melkote, Mysore, India is 0.76 sec. The reverberant field in this highly
reflective combined space and its propagation to the Maha-Mantapa can be pictorially represented in Figs.
6(a) and (b) for the cases of sound sources in Garbha-Griha and Ardha-Mantapa respectively.

4. CHANTING THE MANTRAS IN HINDU WORSHIP SPACES

Vedas, the foundational literature of Hinduism refers to infinitely large collection of mantras. These mantras
describe the various facets of knowledge dealing with life and cosmos [4].  The chants from Vedas are
extensively used in worship and sacrament rituals at homes and temples. Sounds of the Veda mantras
chanted in Hindu worship spaces would carry the listeners to spiritual experiences. The acoustical
characteristics, in addition to the clear phonetic articulation of chants, have deep impact on the devotees [4,
16, 17].  The Vedas are recited by a single priest or a number of priests collectively throughout the rituals or
worship. Sometimes devotees also join the recitation of Vedas. In this study, a single priest recitation is
measured and sound spectral analysis is carried out for an anechoic room, a community hall and an Ardha-
Mantapa of a temple. The observed frequencies are given in Table 3. The measured sound spectra of the
vocal (Vedic chanting) are given in Fig. 7. It is noted that the observed fundamental frequency of the Vedic
chanting spectra (V1) is 147 Hz. The recoded audio (.mp3) files of typical Vedic chanting recorded in anechoic
room, community hall and Ardha-Mantapa of temple (Bridgewater,NJ) are also embedded in Fig. 7.

5. SOUNDING OF CONCH-SHELLS IN HINDU WORSHIP SPACES
Conch-shell (Turbinella pyrum or Indian Conch) is a musical wind instrument that is made from a seashell, one
of several different kinds of very large sea snail. It is also sometimes referred to as “conch-shell trumpet”
and it is thought to have been the original horn-trumpet. The clear and hauntingly beautiful sound when
blowing the conch-shell trumpet was an integral part of daily life in many societies, where it was used for
communication and religious rituals. The recent excavation of twenty conch-shells (Strombus Galeatus
marine shell trumpets) referred as chavin pututus in   Peru was reported [18]. In Hindu religion, conch-
shell is of great importance and symbolizes luster, brilliance, purity. Its tonal sound provides auspicious
beginning of an event. In many Hindu temple rituals, conch-shells are sounded to announce the beginning
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Fig. 8. (a) X-Ray tomography and (b) Straightened conch-shell cavity profile (major and minor axis) [20]

Fig. 7. Spectra of Vedic-chanting (V) alone. (Note: All the audio recordings were made at a distance of 2 ft
(0.61m) in the anechoic chamber, community hall;  15 ft (4.6m) in Temple (Bridgewater) and 5 ft (1.52m) in

Temple (Albany). However, all the graphs have been corrected for the distance of 15 ft (4.6m).)

(a)

(b)
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Fig. 9. Spectra of a conch-shell sounded alone.

and the ending of a worship and also arrival of the deity. It is used both as a musical instrument and as a
container for holy water. It is also used to drive away the evil spirits [13]. It is interesting to note that sound
from conch-shell has a loud and sharp tonal quality that can be recognized while listening. Figure 8 (a)
shows the X-ray tomography view of the conch-shell. The Fig. 8(b) shows the equivalent horn of the conch-
shell based on unwinding it with reference to the major and minor axes of the elliptical cavity. It is seen
from Fig. 9 that the conch-shell has a very high Q-factor.

It is not possible to sound or play the naturally available conch-shell in their original form. In order to
play the conch-shell, a pointed tip of its closed end is cut off to open the cavity, and then it is played by
blowing into that end through vibrating lips. When the frequency of the lip vibrations matches a resonance
frequency of the conch shell cavity, a clear tone is produced. By adjusting lip tension and blowing speed,
different frequencies can be produced by skilled players, as like on any brass wind instruments. The spectrum
of sound produced on an end blown Indian conch-shell   trumpet was studied initially by Bhat et al [19, 20].
Recent studies of acoustical characteristics of conch-shell have been carried out by Rath et al. [21] and
Prasad et al [22]. In this study a conch-shell was blown in an anechoic chamber, a community hall that can
be used as a worship space and in the Ardha-Mantapa of the two Hindu temples. The corresponding
spectral analyses were carried out. The measurement was carried out using LabView Sound and Vibration
software suite. The measurement was carried out for conch-shell alone and also along with other musical
instruments. The observed fundamental tones of conch shell are given in Table 3 and in Fig. 9. The measured
frequencies of conch-shell in an anechoic chamber are 327.5 Hz as   fundamental and its harmonics. (Note:
click on the audio symbol which is embedded in Fig. 9 to listen to the sound of a conch-shell).
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Fig.10. Finger-in effect for a conch-shell (C) sounded in an anechoic chamber.

5.1 Finger-in effect of sound spectrum in Conch-shell

Measurements were also carried out to study the effect of player inserting the fingers at the mouth (large
open end) of the cavity of a conch-shell as similar to hand-in condition of French horn. The measured
spectra of with maximum finger-in and no finger-in conditions in an anechoic chamber are shown in Fig.
10. It is observed from the measured spectra that inserting the finger in mouth of conch-shell shifts the
fundamental frequency to lower value as expected [20]. The shifting of fundamental frequency is due to
increase of effective duct length of the cavity of conch shell. The recorded audio (.mp3) files of no finger-in,
with maximum finger-in and gradual finger-in conditions of conch-shell blown in an anechoic room are
embedded in Fig. 10.

Table 3. Observed frequencies of Vedic chants, Conch-Shell, Bell and Gong.

Type of Instrument Observed Frequency (Hz)

Vedic chant  (alone) 147.5, 302, 440

Conch-Shell (sounding alone) 327.5, 655, 980, 1302.5, 1637, 1965, 2292.5

Bell (sounding alone) 1262.5, 2877.5

Gong (sounding alone) 392, 762, 1437, 1792, 2070, 2350, 2675, 3002

Simultaneous sounding of Vedic chant, 327.5, 392, 440, 655, 762, 980, 1262.5,

Conch-Shell, Bell and Gong 1437, 1792, 2070, 2350, 2675, 2877.5, 3002
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6. SOUNDING OF BELLS IN HINDU WORSHIP SPACES
According to Agama-Shastra [23] which is the text for temple design and rituals, ringing of bells in temples
and in other Hindu worship spaces during rituals is to ward off evil spirits. A verse in Sanskrit is recited
when ringing the bell at the beginning of the worship. The meaning of the verse is that the bell is rung to
invite the sacred vibrations and to drive away the evil vibrations. 

A well designed bell is an indispensable and an important part in most Hindu worship (pooja) and
prayers. It is also observed that a well-designed bell would produce long strains of the sound 'OM.' Usually
the bell is sounded before the actual pooja begins. A bell is also rung in a Hindu worship, during the
waving of camphor light in front of the deity, while bathing the deity and while offering food.

The sound made from a well-designed bell is uninterrupted, reverberating, deep and sonorous. The
bells used in Hindu temples are usually made of five metal alloys or panchaloha. The five met-als used are
gold (Au), silver (Ag), copper (Cu), iron (Fe) and lead (Pb). A typical hand-bell used in Hindu worship
rituals is shown in Fig. 1. The spectra of the hand-bell are shown in Fig. 11 and the observed frequencies of
the bell are given in Table. 3. It is noted that the fundamental frequency of the bell analysed for the study is
1292 Hz and it also noted that the second higher tone is not an integer multiple unlike conch-shell. The
recorded audio (.mp3) file of ringing a hand bell in anechoic chamber, community hall and temple
(Bridgewater, NJ) is also embedded in Fig. 11.

Fig.11. Spectra of a hand-bell (B) sounded alone.

6.1 Comparison of Hand-Bell and Hanging-Bell

In Hindu worship spaces especially in temples, there are large bells suspended at the entrance and in some
temples also inside the Ardha-Mantapa. When the devotees enter or leave the temple premises they ring
the bell. Also in temples, hanging (suspended) bells are rung when the pooja is offered. In this study the
sound spectrum of hanging-bell (the same hand-bell was suspended) is measured and analysed in an
Anechoic chamber. The frequency spectrum shown in Fig. 12 indicates that fundamental and second higher
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Fig. 12. Spectra of hand and hanging-bells.

tones are coincides with the hand bell spectra.  However, the measured sound pressure level of hand-bell
is higher than the hanging-bell. The ob-served higher value in hand-bell is due to the pendulum striking at
two places in very short time period compared to the hanging-bell. The recorded audio (.mp3) files of
striking the hand-bell and hanging-bell are embedded in Fig. 12. The spectral plot of time-decay of a hand-
bell is shown in Fig. 13. The audio file of the time-decay is also embedded in Fig. 13. The time decay sound

Fig. 13. Impulse response of (a) Anechoic chamber and (b) Ardha-Mantapa.
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indicates that the bell analysed for the spectrum studies is well made because the resonance tone amplitude
gradually reduces than a sudden stop.

7. SOUNDING OF GONGS IN HINDU WORSHIP SPACES
A gong is a musical instrument that takes the form of a flat, circular metal disc which is struck with a mallet.
Gongs are broadly of three types. Suspended gongs are more or less flat, circular discs of metal suspended
vertically by means of a cord passing through holes near to the top rim. Bossed or nipple gongs have a
raised centre boss and are often suspended and played horizontally. Gongs are made mainly
from bronze or brass but there are many other alloys also in use. Gongs are fabricated by a metal (iron) or
wooden hammer after repeated intervals to get sound of same pitch. Sharavage et al [24] studied in detail
the vibrational properties and the modes of  vibration of the gong. They [24] carried out the spectral analysis
and time average holography on the gong. They also [24] observed that the vibrational properties of gongs
will depend on the point of actuation and found the modes of vibration and its mathematical equation. In
Hindu temples, gongs are sounded during the worship and they are sounded along with other musical
instruments such as conch shells and bells. The sizes of the gongs are usually small and they are sounded
using wooden mallets. They are made of brass and circular in nature.  A typical gong used in Hindu
worship spaces is shown in Fig. 1. For this study the gong is excited at the center and spectral   analysis is
carried out. The measured fundamental frequency is 392 Hz. It is noted that unlike the conch-shell, the
higher frequencies observed in gong are not exact integer multiples. The measured sound spectra are shown
in Fig. 14. It is also observed that the fundamental frequency and its higher tones are not shifted when the
measurement is taken at reflective room which is similar to the observation made for Bell ringing. The
recorded audio (.mp3) files of gong struck at center in an anechoic chamber, community hall and in Ardha-
Mantapa of Hindu temple are also embedded in Fig. 14.

Fig. 14. Spectra of a gong sounded alone.
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7.1 Effect of striking the Gong at different places

In this study the gong is hit at three different places and the corresponding sound spectra are analysed. The
spectral analysis are carried out for striking the gong at the center (r=0), middle (r=R/2) and at the edge
(r=R). The spectra are shown in Fig. 15. The spectra indicate that the striking at three different places does
not have any effect on the fundamental frequency. The audio (.mp3) files of striking the gong at three
different places recorded in anechoic room are also embedded in Fig. 15.

Fig. 15. Spectra of a gong when stroked at different places.

8. SIMULTANEOUS SOUNDING OF CONCH-BELL-GONG AND CHANTING IN HINDU
WORSHIP SPACES

In worship rituals at a Hindu temple, in a community hall and in a worship room at individual homes,
usually all the instruments described above are simultaneously sounded along with Vedic chanting during
the pooja. In this study we have measured the sound spectra of all the three instruments played along with
Vedic chanting. The measurement was carried out in anechoic chamber, community hall and Ardha-Mantapa
of a temple. The measured frequencies are given in Table 3 and the sound spectra are shown in Fig. 16. It is
observed that the measured spectra of all the three instruments and vocal chanting are combination of
individual frequencies of the Conch-Shell, Bell, Gong and Chanting frequencies. The recorded audio (.mp3)
files of playing three instruments and Vedic chanting simultaneously in an anechoic chamber, Ardha-
Mantapa and community hall are also embedded in Fig. 16.

9. RESULTS AND DISCUSSIONS
It is seen from the Table 2 that both theoretically estimated and measured increase in sound pressure levels
in the main hall outside the Ardha-Mantapa agree well for the temples in USA. Generally a traditional
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Fig. 16. Spectra of Chant (V), Conch-Shell (C), Bell (B) and Gong (G) when simultaneously sounded.

Hindu temple has both a Garbha-Griha and an Ardha-Mantapa. Thus the acoustically reverberant
environment in the Garbha-Griha and the Ardha-Mantapa not only enhances the spiritual experiences for
the devotees but also adds to the devotional environment of the temple. Figures 6(a) and 6(b) show the
sound propagations due to the placement of the acoustical source in Garbha-Griha and Ardha-Mantapa
respectively. The acoustical enhancement of the environment is seen clearly in both cases. However during
the celebrations of the festivals in a temple, the priests will be in both Garbha-Griha and Ardha-Mantapa.
This will further amplify and enhance the acoustical environment in the temples.

Figures 7, 9, 11 and 14 show the spectra respectively of the four sources namely chants, conch-shell,
hand-bell and gong sounded individually. In each figure is also shown the spectra in three spaces namely
a temple, a community hall and an anechoic chamber. The spectra details of sounds from these sources and
the various spaces clearly show that various dominant resonance frequencies are spread out in the active
hearing range. In particular, the high amplitude sharp tonal frequencies of conch-shell, bell and gong are
distinct. The Fig. 16 and the embedded audio of the combined sounds of all sources show this effect clearly.

The perception of pitch is known to depend on both spectral and temporal characteristics [25]. The
presence of tones in chants and various musical instruments have deep impact on devotees in Hindu worship
spaces. It is to be noted that chants and musical instruments are also commonly used in worship spaces of
other religions [26-29]. Although it is observed that there are positive and beneficial effects of chants and
music on human beings [30-32], further research is needed in this interesting field.

10. CONCLUSIONS
In Vedic Hinduism sound has received major emphasis through mantras, music, religion and spirituality.
It is well known that sound plays a very important role in Hindu worship spaces both at homes, community
halls and temples. It is observed that both Garbha-Griha and Ardha-Mantapa significantly contribute to
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the acoustical enhancement of the spiritual experience of the devotees.  The effects of Vedic chants in
Hindu worship are well known. In addition to Vedic chants musical instruments such as conch-shells, bells
and gongs are also very commonly used to enhance the spiritual experience of the devotees during the
worship. It is known that sounds of these instruments along with Vedic chanting during the prayer would
enable the wandering mind of the devotees to focus on the worship rituals.  In this study, evaluations of
acoustical characteristics of these instruments have been carried out by sounding individually as well as
collectively. Measurements are carried out in an anechoic chamber, community worship hall and temple.
The observed sound spectra indicate that the measured frequencies are collection of all individual
frequencies. Also the frequencies are distinct and are spread across from low to high frequencies in the
active hearing range, which contribute to the spiritual experience of the devotees.
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ABSTRACT

The prediction of sound insulation in situ is important at the design stage as well as in the diagnosis
of problems once a building has been built. In building acoustics it is common to use Statistical
Energy Analysis (SEA) and the version of first-order path analysis based on SEA which is
incorporated into European/International Standards to predict airborne and impact sound
insulation in buildings. This paper discusses the implications of incorporating measured sound
reduction indices or structural coupling parameters in SEA and SEA-based models when predicting
direct and flanking transmission in heavyweight buildings. The inclusion of the sound reduction
index for solid heavyweight walls requires an additional measurement of the structural reverberation
time. However, the transmission paths for heavyweight cavity walls are sufficiently complex that
this correction is not feasible and it is concluded that laboratory measurements are of limited practical
value. For structural coupling parameters, SEA and FEM indicate that the approach used in EN
12354 / ISO 15712 to incorporate measured data from isolated junctions may be problematic for
transmission across several rooms in large

1. INTRODUCTION

In the field of building acoustics, prediction models that are commonly used to estimate the in situ
performance tend to use Statistical Energy Analysis (SEA) [1] or SEA-based models such as those described
in the series of Standards EN12354 / ISO 15712 [1,2]. Due to the complexity of many modern building
elements it is often necessary to incorporate laboratory measurements into these models. This paper uses
examples with basic heavyweight building elements such as homogeneous isotropic plates to discuss the
implications.

2. INCORPORATING SOUND REDUCTION INDICES

Prediction models that are based on the framework of SEA are fairly well-suited to the inclusion of laboratory
measurements of the sound reduction index. This approach can be useful when direct transmission across
an element is too complicated to model and the element itself does not affect any important flanking
transmission paths. This section considers solid and cavity heavyweight walls.

© 2015 Acoustical Society of India
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2.1 Solid heavyweight walls

Transmission suites are often used to measure the airborne and impact sound insulation of heavyweight
test elements such as masonry walls. However, the measured structural reverberation time for the test
element is essential for the comparison of sound insulation results from different laboratories, and for
predicting the sound insulation in situ.

Above the critical frequency of a non-porous, solid, homogeneous plate, there is a direct relationship
between the sound reduction index and the total loss factor of the plate. Consider the situation where such
a plate has been measured in laboratory A and has a sound reduction index, RA, with a total loss factor, ηA.
The same plate is then measured in laboratory B where the total loss factor is ηB. Assuming that all
measurement errors are negligible, we can convert RA to the sound reduction index, RB, that would be
measured in laboratory B using

B
B A

A
10 lgR R

η
η

⎛ ⎞
= + ⎜ ⎟⎝ ⎠

(1)

An example is shown in Fig. 1 for a masonry wall with a high mass per unit area and a low critical
frequency. In the mid and high-frequency ranges, the conversion adequately accounts for the difference

Fig. 1. Converting the sound reduction index measured in laboratory A to the result expected in laboratory
B, where the measured total loss factor of the test element is different in each laboratory. Test element:
215 mm solid masonry wall with a 13 mm plaster finish (each side). Wall areas are 9.3 and 8.6 m2 in
laboratories A and B respectively. Upper x-axis labels show the predicted statistical mode count (average
value of both walls is shown) and the modal overlap factor for each wall A and B in each frequency band.
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between the measured sound reduction indices. It is not appropriate in the low-frequency range where the
plate has very low modal overlap and only two or three bending modes in the entire low-frequency range.
These bending modes vary between the two different sized walls; hence the conversion is not able to account
for the measured difference in the sound reduction index.

Below the critical frequency, the theory for airborne sound insulation of an infinite plate with mass,
stiffness and damping implies that there will only be non-resonant (mass law) transmission, and that the
total loss factor plays no role in airborne sound transmission. For many solid masonry/concrete plates this
is not the case; resonant transmission may dominate below, at and above the critical frequency. In order to
carry out the conversion below the critical frequency using Eq. 1, it is necessary to estimate the non-resonant
transmission. If this is negligible compared to the resonant transmission the conversion can be made in the
same way. If not, the non-resonant component of the sound reduction index needs to be removed so that
the conversion can be carried out on the resonant component. The non-resonant component can then be re-
introduced after the conversion.

Despite the accepted importance of the total loss factor, it is rare for commercial laboratories to measure
the structural reverberation time. This is partly because of perceived difficulties in evaluating and measuring
fast structural decays with standard equipment, but also due to a desire to reduce testing costs. Recent
work by Hopkins and Robinson [1] has used Transient Statistical Energy Analysis (TSEA) to predict structural
decay curves used to determine structural reverberation times. Good agreement is shown between decay
curves measured on concrete/masonry walls and floors in a large building and those predicted using
TSEA. A series of numerical experiments are then performed with TSEA to quantify the error in the estimate
of the total loss factor when using different evaluation ranges to calculate the structural reverberation time.
The intention was to reconcile the three main issues that have historically caused problems when measuring
structural reverberation times on heavyweight walls and floors. These issues are: (1) the evaluation range
that is needed to ensure that the total loss factor calculated from the decay curve is representative of the
true total loss factor, (2) the errors in the total loss factor when placed in the context of the other errors that
occur due to energy flow between the test element and the connected structure, and (3) the signal processing
that is necessary to measure and evaluate short decays. The outcome is a proposal for an evaluation procedure
to determine structural reverberation times that maximises the part of the early decay which can be used in
the evaluation range and identifies when a structural decay curve is and is not significantly affected by
energy returning from the rest of the structure.

2.2 Heavyweight cavity walls

Section 2.1 indicates that solutions exist to measure solid heavyweight walls and floors in a transmission
suite and make use of these data in prediction models. However, this is not the case for heavyweight cavity
walls. This is illustrated by considering a masonry cavity wall in three different scenarios. Scenario (A) has
no structural connections between the plates so that all sound transmission occurs via the cavity, scenario
(B) has wall ties connecting the plates, and scenario (C) has wall ties and a foundation connecting the plates
[1]. The predicted sound reduction indices using the SEA matrix solution are shown in Fig. 2 for scenarios
A, B and C. Path analysis is shown for scenarios A and C to help assess the strength of different paths by
comparing with the matrix solution in the lower two graphs in Fig. 2.

Scenario A has a mass-spring-mass resonance frequency that is well-below 50 Hz and outside of the
building acoustics frequency range such that below the resonance frequency the cavity wall effectively acts
as a single solid wall. As all transmission paths involve the cavity, the sound reduction index will change
when the cavity total loss factor is changed; hence the addition of absorption in the cavity will increase the
sound reduction index (and vice versa). Below the first cross-cavity mode the sound field in the cavity is
two-dimensional so absorption could either be placed around the perimeter of the cavity, or the cavity
could be partially or fully-filled with absorbent material across its depth. In a transmission suite the
absorption around the cavity perimeter may vary between laboratories unless specific material is introduced
around the perimeter as part of the test element.
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Fig. 2. SEA model of a masonry cavity wall. (a) matrix solution, (b) path analysis for comparison with the
matrix solution. Plate properties: Lx=4m, Ly =2.5m, h=0.1m, ρs=140 kg/m2, cL=2200m/s, ν=0.2, radiation
efficiency uses method No. 3, total loss factor η=0.01+0.3f –0.5+Σηij (Note that 0.3f –0.5 is being used here to
represent the sum of the structural coupling losses to connected walls and floors that are not included in
the model). Cavity properties: Empty cavity, Lx=4m, Ly=2.5m, Lz=0.075m, T=0.3s. Wall ties: 2.5 ties/m2,
k=2 × 106N/m. Foundation: 0.25m × 0.6m, ρ=2000 kg/m3, ssoil=1.96 × 109N/m3, ηsoil=0.96.
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Scenario A gives an unrealistically high sound reduction index because there are no structural
connections or flanking transmission. Note that above the critical frequency, the matrix solution gives the
same sound reduction index as path 1→2→3→4→5. The addition of wall ties gives scenario B where the
sound reduction index is now significantly reduced in the low-frequency range. Scenario C is created by
adding a common foundation (concrete) where the earth is stiff clay with stones [1]. This reduces the sound
reduction index across the entire building acoustics frequency range. This foundation detail has deliberately
been chosen to give strong foundation coupling so that scenarios A and C are indicative of the extremes.

Measurements on masonry cavity walls in the laboratory are very difficult to interpret in terms of their
performance in situ. We recall that with solid homogeneous walls we could convert a result from one
laboratory to another laboratory by using the measured total loss factor. With cavity walls there is more
than one path involving resonant transmission; hence there are no simple conversions. The engineer is
caught between a rock and a hard place; laboratory measurements are important because ‘exact’ theoretical
models do not exist, yet it is difficult to apply the laboratory measurement without the aid of a theoretical
model. Various tactics have been used to try and overcome this difficulty. One possibility is to establish
rule-of-thumb conversions from a specific mounting condition in the laboratory to a specific situation in
buildings. This may be possible when masonry cavity walls are not rigidly connected to the foundations;
they are sometimes built off resilient materials so the transmission path via the foundations may not be as
important. In addition, structural coupling via the foundations may dominate on the ground floor of a
multi-storey building but not several floors above it. In some transmission suites it is possible to build
foundations below the aperture. Otherwise, if the aperture is sufficiently high a foundation can be built
within the aperture and shielded with linings [1]. Another approach is to use a flanking laboratory to test
the combination of the separating cavity wall and some of the flanking walls and floors to try and simulate
the actual building. Note that transmission via the foundations can be affected by the underlying soil;
hence there are limitations to building representative foundations in a transmission suite or a flanking
laboratory.

3. INCORPORATING STRUCTURAL COUPLING PARAMETERS

The prediction model in EN 12354 / ISO 15712 was introduced to standardize the estimation of in situ
sound insulation. Whilst these Standards contain some theoretical and empirical data these requirements it
was essential for manufacturers to be allowed to use measured structural coupling data for their products.
This required a new series of measurement Standards ISO 10848 [1] to determine the vibration reduction
index, Kij. Although EN 12354 / ISO 15712 was originally intended for adjacent rooms in heavyweight

Fig. 3. Energy level difference between source and receiving floors predicted using FEM and SEA either
using coupling loss factors from wave theory or from a finite plate approach.
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buildings it has subsequently been shown that problems occur as it uses only first-order SEA path analysis
[1,2,3]. In practice there are so many higher-order paths of collective significance that matrix SEA tends to
be needed for accurate prediction. However, it is questionable whether the inclusion of measured coupling
parameters from isolated junctions that are built in the laboratory improves predictions when there are
many similar plate junctions in a building. An example is shown in Fig. 3 for five adjacent rooms formed
from masonry/concrete walls and floors which compares predictions from Finite Element Methods (FEM)
and SEA. As there will be natural variation in the material properties, FEM is used to run a Monte Carlo
simulation with uncertainty in the Young’s modulus for each plate. This is then compared against two
different SEA models. The first SEA model uses coupling loss factors calculated from angular average
wave theory which assumes a diffuse field on each plate. The second SEA model uses coupling loss factors
that are calculated from analytical models for finite plates that form the isolated L- and T-junctions.

The results indicate that when the receiving plate is directly connected to the source plate, both SEA
models are close to the FEM ensemble average. However, when the receiving plate is farthest from the
source plate, SEA wave theory tends to underestimate the transmission but the improvement by using SEA
using coupling loss factors from a finite plate approach is marginal. The reason for lower energy level
differences with FEM compared to SEA is partly due to the effect of spatial filtering across successive
junctions which is not accounted for in SEA. This indicates that the approach used in EN 12354 / ISO 15712
to incorporate measured data from isolated junctions may be problematic for transmission across several
rooms in large buildings.

4. CONCLUSIONS

This paper highlighted the implications of incorporating measured sound reduction indices or structural
coupling parameters in SEA and SEA-based models when predicting direct and flanking transmission in
heavyweight buildings. The inclusion of the sound reduction index for solid heavyweight walls requires
an additional measurement of the structural reverberation time. However, the transmission mechanisms
for heavyweight cavity walls are sufficiently complex that this correction is not feasible and it is concluded
that laboratory measurements are of limited practical value. For structural coupling parameters, SEA and
FEM indicate that the approach used in EN 12354 / ISO 15712 to incorporate measured data from isolated
junctions may be problematic for transmission across several rooms in large buildings.
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ABSTRACT

Earthquakes, avalanches and landslides have a shearing nature. The related mechanisms that take
place are strongly complex due to heterogeneities of geometry as well as internal and applied
stresses. Analogue experiments in laboratories are often designed with granular media to mimic
the mechanical behaviors of the crust at a much larger scale. For tridimensional granular materials,
the use of acoustic waves is a way to probe modifications in the bulk where the shearing process
develops. Here, we conduct experiments with monodisperse glass beads of 2 mm in diameter
where humidity and temperature are controled. We experimentally study by both linear and
nonlinear acoustic methods the destabilization of tilted granular layers where precursors of
avalanches occur pseu-do-periodically. The quasi-periodicity of the avalanche precursors as a
function of the tilt angle still remains poorly understood. These precursors can be observed on the
free surface of the layer as collective motions of grains which increase exponentially in intensity
until avalanche. A few important parameters influence the precursor dynamics: the surface features
of grains and the moisture. Both of them are related to the cohesion between grains in the medium.
The acoustic measurements for probing the bulk elasticity of the granular layer are conducted at
frequencies of a few kHz with two piezoelectric transducers embedded in the sidewalls and thus
working non-invasively. A linear acoustic method allows to probe elastic relaxations to, which
follows each precursor event. In transmitting single gaussian pulses through the medium, it is also
possible to observe an elasticity softening effect. The method allows the measuring of the acoustic
transfer function of the granular layer and the acoustic wave phase velocity. When working in the
frequency region where the acoustic transfer function is significantly modified during the tilt, we
show important variations of the elasticity of the medium. This frequency region is in the low
frequencies (under ~ 10 kHz), that is for wave lengths much larger than the grain size. The granular
assembly is thus seen as an effective medium. The measurement of the phase velocity allows to
estimate the Young moduli which is found to slowly decrease during the tilting process. For each
precursor softening occurs leading to a loss of rigidity of the medium, and then hardening follows.
This work may bring an interesting train of thought on catastrophic events in geophysical processes.

© 2015 Acoustical Society of India
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1. INTRODUCTION

When a granular packing is slowly tilted until its maximal angle of stability, precursors of avalanche are
noted. These precursors correspond to collective events which occur quasi-periodically until the avalanche.
They are identified by imaging the rearranged grains on the free surface of the packing by particle tracking
[1-6]. The surface which moves during a precursor increases exponentially until avalanche. The smallest
rearrangements follow a power law distribution, contrary to the precursors which have a quasi-periodic
nature, a behavior still misunderstood. Their occurrence depends mainly on the history of the packing and
cohesion forces between grains. Precursors of avalanches have also been studied in the bulk with a nonlinear
acoustic method [4, 7, 8] which is sensitive to the modifications of the weak contacts network. The
observations show strong perturbations of the weakest contacts for each precursor. It is also possible to
detect precursors by listening to the the acoustic emission by the packing [9, 10].

Recently, with optical diffusive wave spectroscopy, Amon et al. [11] have shown that successive
precursors occur at a depth which increases with each consecutive event. This work brings to light the
existence of micro-failure planes during a precursor. We also developed a theoretical approach [6] which
faithfully reproduces the experimental dependency of precursors by assuming hydrostatic and isotropic
pressure and with the introduction of a failure criterion for the reaction force on the front wall. A precursor
is seen as the rupture of the upper part of the packing (the slab) which slides in a shear motion. After each
precursor hardening occurs, the depth for the next involved slab increases.

In this study we probe the elasticity of a tilted granular packing constituted of beads of millimetric size.
After describing the experimental setup, the acoustic method employed is explained. Then, the results are
presented and finally discussed.

2. EXPERIMENTAL SETUP

The experimental setup (Fig. 1) consists of quasi-statically tilting a 3D granular packing until avalanche.
We work with monodisperse glass beads of 2 ± 0.1 mm in diameter which are contained into a vessel of
30 cm in length, 10 cm in width, and 11 cm in height. The packing fraction is controlled at 0.596 ± 0.005 with

Fig. 1. Experimental setup. A 3D granular medium into a vessel is quasi-statically tilted at the angle θ.
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the following method. Firstly, a metallic grid is placed at the bottom of the vessel. Then, the beads are
poured into this vessel. A scraper smoothes the surface in order to remove the excess of beads at the top of
the vessel. Finally, the grid is removed carefully and a last smoothing is done to plane the free surface of the
packing.  The control of the packing fraction is important to obtain reproducible results.

The system is placed on a cushion board to minimize external vibrations which tend to decrease the
granular activity [5]. An electric jack allows to tilt a second board on which is placed the vessel. The velocity
of inclination is approximately 2.5°/min. A camera placed above the packing permits to image the
rearrangements on the free surface with a 0.1 mm resolution corresponding to 1 pixel. Each image is later
processed in the same way as described in [5] by particle tracking in order to measure the rearranged area
according to the angle of inclination θ. Two piezoelectric transducers of 4 cm in diameter are placed in each
lateral wall of the vessel to probe the medium with longitudinal acoustic waves. One transducer works as
an emitter, and the second works as a receiver. These transducers are in contact with grains and they allow
to probe the bulk with a few millisecond time resolution (less than 10–2° of inclination).

Measurements are conducted under constant temperature of 22 ± 1° and moisture of 50 ± 3%. These
atmospheric conditions are controlled by air conditioning, humidifier and dehumidifier. Measurements
are performed for freshly prepared mediums until avalanche to avoid relaxation effects after preparation.

3. ACOUSTIC METHOD

By transmitting longitudinal acoustic waves we aim to measure the variations of the packing elasticity. We
generate single Gaussian pulses of 250 µs in duration every 10 ms. The received signal is processed by
Fourier transform in order to evaluate the acoustic transfer function. The acoustic transfer function under
these conditions (air saturated, low static pressure) mainly exhibits two propagation regimes [12]. For the
lowest frequencies, the acoustic waves propagate essentially by the solid skeleton formed by the beads
contacts network. For frequencies higher than a cut-off frequency, the acoustic propagation is mainly
controlled by the fluid which saturates the beads assembly (here the air). The cut-off frequency between
these two regimes is here observed to be ~ 10 kHz.

Measurements of the acoustic transfer function were already performed for compaction processes
[12] where showed strong modifications for lower frequencies have been observed when the compacity
grows. Here, we also show important modifications for the propagation of low frequencies during packing
inclination.

Fig. 2. Acoustic transfer functions estimated by a power spectral density for three angles of inclination:
at the start (0°), before the precursors regime (13°), before the avalanche (24.5°). The cut-off frequency fc
between the solid and the fluid propagation is close to 7 kHz (fc should not be confused with the central

frequency Fc which is a barycentre frequency).



Acoustic Probing of Elasticity in the Bulk of Tilted Granular Layers - Precursors of Avalanches

Journal of Acoustical Society of India 165

Fig. 3. Central frequency Fc measuring in the range of 1-5 kHz during a tilting process until avalanche.

Fig. 4. Phase velocity cϕ measuring during a tilting process until avalanche

4. RESULTS

Different acoustic transfer functions are measured for different tilting angles (Fig. 3). The cut-off frequency
is nearly 7 kHz. We can observe important modifications for the low frequency range. They correspond
mainly to the shift of resonances and anti-resonances. In order to characterize this shift, we compute also
the central frequency Fc of this transfer function between 1 and 5 kHz during the tilt (Fig. 4). Fc decreases
from the start of the tilting to the occurrence of the first precursor at θ = 14°. For each precursor Fc drops
and then increases and decreases until the next precursor.

 In the same time we measure the time of flight of the transmitted pulses in order to evaluate the phase
velocity cϕ of the acoustic waves. For low frequencies, the granular packing can be considered as an effective
medium because the wave-length λ is greater than ten bead diameters, that is comparable to the distance
between both transducers (ie. the width of the packing). The result obtained for the phase velocity (Fig. 5)
shows large regular drops from θ = 14° (which correspond to the occurrence of the first precursor) to the
avalanche. From the start (0°) to the occurrence of the first precursor (14°), the phase velocity slowly decreases,
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and then for each precursor cϕ suddenly decreases to finally slowly increase until the next precursor. cϕ
decreases of 4% during the tilting, which corresponds to a decrease of 7% of the Young moduli (2.76.107 Pa
→ 2.56.107 Pa) if we use the approximation for an effective medium [12] :

2
effE cϕ= ρ (1)

ρeff is the effective density of the medium which depends of the beads density ñ and of the packing fraction
 (ρeff =ρ ), supposed constant.

5. DISCUSSION

The decrease of both the central frequency and the phase velocity as soon as the tilting motion starts, shows
slow softening of the granular packing. The occurrence of the precursors of avalanches implies large drops
of these parameters. The drops correspond to the loss of rigidity of the beads assembly. These drops become
larger when approaching the angle of avalanche, that suggests precursors involve more and more of the
bulk. This interpretation is consistent with the results of Amon et al. [11] who show that the depth implied by
a precursor grows with the tilting angle. Between each precursor, Fc and cϕ grow, which is consistent with
hardening, and then, Fc decreases proving softening just before the next precursor. During the tilting pro-
cess the probed elastic modulus decreases dramatically (7%).

The linear acoustic method employed allows to precisely probe the elasticity variations of a 3D granular
medium. The destabilization of such materials shows a global softening effect. The precursors regime con-
sists in intermittent phases of hardening and softening. This characteristic is typical of plasticity. It would be
interesting to know if the precursors of avalanches have the same behavior as simple stick-slip motions for
granular materials.
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ABSTRACT

In many practical situations, the sound radiation from vibrating structures is of great importance
and major environmental concern. Due to obvious security and comfort reasons, engineers in various
industrial fields, such as loudspeakers manufacturing;  road,  rail, marine and airborne vehicles
design, need to be provided with efficient tools in order to obtain reasonably accurate estimates of
the noise radiation due to the vibration of the structural components involved.  In many practical
modern situations, geometrically non-linear structural vibrations occur, making the classical analytical
and numerical tools, developed within the frames of linear theories, unable to predict properly the
corresponding sound radiation parameters.

In this paper, a new approach is presented for the estimation of the non-linear acoustic radiation of
beams exhibiting geometrical non linear behavior at low frequencies, corresponding to the structure
considered first modes of vibration. The explicit analytical expression for the beam non-linear forced
response in the neighborhood of a given mode, obtained in previous works, is substituted in the
classical expressions for the acoustic indicators, such as pressure, velocity, impedance, and efficiency.
This has led to new expressions for these indicators involving the effect of the geometrical non-
linearity on the beam acoustic radiation indicators. Then, the indicators have been computed
numerically and comparisons have been made with the corresponding classical linear ones.  The
results allowed the estimation of the effect of non-linearity on the classical acoustic parameters and
showed a higher increase in the acoustic indicators, compared with those predicted by the linear
theory. This confirms the necessity of taking into account the geometrical non-linearity in order to
get an accurate estimate of the beams sound radiation at large vibration amplitudes.

1. INTRODUCTION

In many practical situations, the sound radiation from vibrating structures is of great importance and major
environmental concern. Due to obvious security and comfort reasons, engineers in various industrial fields,
such as loudspeakers manufacturing;  road,  rail, marine and airborne vehicles  design, need to be provided
with efficient tools in order to obtain reasonably accurate estimates of the noise radiation due to the vibration
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of the structural components involved.  In many practical modern situations, geometrically non-linear
structural vibrations occur, making the classical analytical and numerical tools, developed within the frames
of linear theories, unable to predict properly the corresponding sound radiation parameters.

The purpose of this work is to develop an easy practical tool to calculate the acoustic radiation indicators,
such as pressure, velocity, impedance, and efficiency of a simply supported beam subjected to large vibration
amplitudes in the neighborhood of one of its modes of vibration.  To do so, the explicit analytical expression
for the beam non-linear forced response in the neighborhood of the mode considered, obtained in previous
works, is first substituted in the classical expressions for the acoustic indicators mentioned above.  This
leads to new expressions for these indicators involving the effect of the geometrical non-linearity on the
beam acoustic radiation. Finally, the indicators are computed numerically and plotted in order to enable
comparisons to be made with the corresponding classical linear ones.

The sound radiation from beams of finite length has been considered by several authors. Radiation
associated to the transverse steady state vibrations of beams was considered by exact and approximate
theories in [1-2]. In 1962, Maidanik [6] proposed approximate formulae for the modal radiation efficiency in
different frequency regions of simply supported rectangular vibrating beams and panels set in an infinite
rigid baffle. In 1972, Wallace [7] presented integral expressions for the modal radiation efficiency at arbitrary
frequencies based on the far field acoustic intensity. Simply supported unbaffled beams of circular [8-9] or
elliptical [10-11] cross sections have been analyzed. In an extensive analytical and experimental study of the
radiation of beams of slender elliptical cross section, Blake [9] has obtained expressions for the radiated
power for baffled and unbaffled beams in air and water and studied the effects of fluid loading. Using a
thorough mathematical description of the modal radiation efficiency, Leppington [16] obtained approximate
expressions in the large wave number region, especially in the neighborhood of high critical frequencies. Li
[17] obtained an analytical solution for the self and mutual radiation resistances in the form of power series
of the non-dimensional acoustic wave number, which appeared to be extremely efficient in comparison with
the traditional numerical integration scheme. Also, the effect of the baffle on the modal radiation efficiency
was presented by Laulagnet [18].

2. GEOMETRICALLY NON-LINEAR STEADY STATE HARMONIC RESPONSE OF
SIMPLY-SUPPORTED BEAMS

The purpose of the present section is to make a brief review of the theory, previously developed by Benamar
and his co-authors, for the geometrically non-linear steady state harmonic response of simply-supported
beams in the neighborhood of one of its mode shapes [1-2].  This is made in order to introduce the analytical
expressions for the non-linear beam response substituted in the present work into the integrals used to
calculate the non-linear acoustic indicators. For a complete presentation of the theory, the reader can be
turned for example to the references mentioned above.

The transverse vibrations a simply supported beam set in an infinite rigid baffle and radiating into the
fluid in a semi-infinite space are examined.  The beam has the following characteristics:  L, b, S: length, width
and area of the beam cross section; x-y: beam coordinates in the length and the width directions; H beam
thickness; E, ν : Young's modulus and Poisson's ratio; D, ρ: beam bending stiffness  and mass per unit
volume.   The beam is supposed to be subjected to a harmonic force in such a manner to excite predominantly
a given non-linear mode.  For example, if the excitation concentrated dimensionless force of amplitude f* is
harmonic, with a frequency ω chosen in the vicinity of the beam fundamental frequency, and is applied at
the beam middle span, it has been sown that the corresponding non-linear frequency response function may
be presented by [2]:

ω ω = + −* * * * ** 2 2
1 1L 1111 11 11 1

3
( / ) 1 (b /k )a (1 /k )f /a

2
(1)
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Fig. 1. (a) The nonlinear frequency response; (b) Normalized mean square velocity level in the
neighborhood of the first non-linear mode for f* = 350._______Linear; - - - - - - Nonlinear

Fig. 2. (a) Normalized pressure for f*=350; (b) power level in the first mode for
f* = 350._______Linear; - - - - - - Nonlinear

(a) (b)

(a) (b)

5. CONCLUSION

The above results are typical of what occurs when the non linear frequency response function is used in the
expressions for the velocity, the pressure, and the radiated power level of a simply supported rectangular
beam in the neighborhood of the non-linear first mode. It can be noticed that both the values of the sound
radiation indicators and their distributions predicted by the present non-linear theory can be different from
those usually obtained by the classical linear approaches.  Consequently, it appears that the extension of the
present works to higher modes and to other structures, such as beams with other end conditions and plates,
may be useful to the engineers working in the field of sound control.
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ABSTRACT

The Swiss Federal Institute of Technology in Lausanne (EPFL) is in the process of digitizing an
exceptional collection of audio and video recordings of the Montreux Jazz Festival (MJF) concerts.
Since 1967, five thousand hours of both audio and video have been recorded with about 60% digitized
so far. In order to make these archives easily manageable, ensure the correctness of the supplied
metadata, and facilitate copyright management, one of the desired tasks is to know exactly how
many songs are present in a given concert, and identify them individually, even in very problematic
cases (such as medleys or long improvisational periods). However, due to the sheer amount of
recordings to process, it is a quite cumbersome and time consuming task to have a person listen to
each concert and identify every song. Consequently, it is essential to automate the process. To that
end, this paper describes a strategy for automatically detecting the most important changes in an
audio file of concert; for MJF concerts, those changes correspond to song transitions, interludes, or
applause. The presented method belongs to the family of audio novelty-based segmentation
methods. The general idea is to first divide a whole concert into short frames, each of a few
milliseconds length, from which well-chosen audio features are extracted. Then, a similarity matrix
is computed which provides information about the similarities between each pair of frames. Next,
a kernel is correlated along the diagonal of the similarity matrix to determine the audio novelty
scores. Finally, peak detection is used to find significant peaks in the scores which are suggestive of
a change. The main advantage of such a method is that no training step is required as opposed to
most of the classical segmentation algorithms. Additionally, relatively few audio features are needed
which leads to a reduction in the amount of computation and run time. It is expected that such a
pre-processing shall speed up the song identification process: instead of having to listen to hours
of music, the algorithm will produce markings to indicate where to start listening. The presented
method is evaluated using real concert recordings that have been segmented by hand; and its
performance is compared to the state-of-the-art.

1. INTRODUCTION

At EPFL, the Montreux Jazz Digital Projectaims at digitizing the archives of the Montreux Jazz Festival (MJF)
concerts. A few figures: since 1967, 5000 hours of audio and video are stored on 10000 magnetic tapes.
These archives contain approximately 40000 songs. The safeguarding of this heritage has begun in 2010
and will continue until early 2015 when 100% of the archives (1.2 Petabytes) will be processed and stored.
In order to improve these archives, make them easily manageable, facilitate copyright management and
help with quality control, several applications are desired such as the detection of audio events. In particular,

© 2015 Acoustical Society of India
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it is required to know exactly which songs were sung in a given concert and even songs in a medley.
However, due to the sheer amount of recordings available, it is quite cumbersome and time consuming to
listen to each concert and note down the songs; it is therefore required to automate the process.

Detection of song changes using stochastic models is described in [1]; however, it is assumed that there
are pauses between the songs which is not always the case for the MJF concerts. Related methods for
semantic audio segmentation which deals with finding the constituents of a song like the intro, chorus, and
bridge are described in [2], [3], [4], and[5]. Inthis paper, we describe a methodology to automatically segment
MJF audio file concerts in order to aid human listeners and speedup the process of songs identification.
Audio novelty scores presented in [4] are used for detection of song changes instead of structures within
the same song.

The proposed approach is described in Section 2. Section 3 presents the experiments we carried out
and the performance results. Finally, the conclusion and suggestions for future work are presented in
Section 4.

2. CONCERT SEGMENTATION

A concert recording generally contains several acoustic events including the songs, applause, and interludes.
The first step in segmenting aconcert into those separate events is to represent the audio recording in a
format suitable for analysis. This is done by extracting the so-called audio features from the raw audio
signal. Then, these audio features which describe the signal are used by the segmentation module to generate
a proper segmentation.

2.1 Audio features

Audio feature vectors are computed from small successive frames ofsize Nf  (in samples) with an overlap of
N0 (in samples). The number of frames M contained in a signal of length N is given by the formula:

1f

f o

N N
N

M
N

⎢ ⎥
= +⎢ ⎥
⎣ ⎦

−
− (1)

where .⎢ ⎥⎣ ⎦  stands for the floor function. In order to avoid edge effects when transforming it to the frequency

domain, each frame is weighted by a Hann window (defined in[6] p. 397 for instance).

2.2 Segmentation

Once the audio is reduced to feature vectors (one per frame); the segmentation process can begin. The
method used here follows [4]. The idea is to calculate the similarity between two successive frames; if they
are different,then a change is possibly detected. So first, a distance measure is required.

2.2.1 Distance Measure

A distance measure is used to quantify the similarity (or dissimilarity) between two feature vectors. One
such measure is the cosine similarity, which for two feature vectors Xi and Xj is calculated as follows:

 

,i j

i j

ijd =
< >x x

x x (3)

where <.,.> denotes the inner product and||.|| the Euclidean norm. The values range between [–1, 1]
with 1 for parallel vectors and –1 for anti parallel. It is a suitable measure because it is not affected by
the energy levels where if the energy is low in two feature vectors, they can still have a high similarity score
[4].
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Then, the 2D cross-correlation, r, between the kernel and the similarity matrix at each frame is
calculated as follows :

( )r( ) corr , m
K Km = H S (6)

where m
KS is the part of the similarity matrix with the same size of the kernel and centered at

coordinates ( , )m m :
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K K K K
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2 2 2 2
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Thus, r is high at locations where the checkerboard patterns of the matrix match up with those of the
kernel i.e. the positive and negative parts of the kernel multiply their respective positive and negative parts
on the matrix.

Note that K here determines the extent of boundary detection: smaller kernels detect changes on a
lower level like individual musical notes. The kernel is correlated only along the diagonal of the similarity
matrix to get a score along the time dimension. Then, the scores are normalized to between 0 and 1. Using
the generated novelty score at each frame, peak detection is used (with a threshold value) to find the local
maxima and thus determine the positions of change.

Only peaks above a threshold areconsidered as song changes. In our algorithm, the threshold is adjusted
automatically to the data. The hypothesis is that when a change occurs, the indicative peak is much higher
than the other scores or weaker peaks in the same audio window. Therefore, the threshold Λ is chosen
according to the standard deviation of the scores in that window:

Λ = µ =λσ (9)

where µ, respectively σ, are the mean and standard deviation of the cross-correlation values, r = [r(1), r(2),
......, r(M)], in the audio file, and λ is a scalar.

2.2.4 Evaluation

In order to evaluate the performance of the segmentation, two measures canbe used: recall and precision.
Given the ground truth i.e. correct segmentation, recall is the ratio of the number correctly detected boundaries
to the number of boundaries inthe ground truth (it measures how good the system is at finding the required
boundaries and equals 1 if all the correct boundaries have been found). Whereas precisionis the ratio of the
number of correctly detected boundariesto all detected boundaries regardless they are right or wrong (it
equals 1 if only correct boundaries were found) :

number of correct boundaries
number of ground truth boundaries

recall = number of correct boundaries
number of all boundaries

precision =

3. EXPERIMENT

The dataset consists of 50 MJF concerts. All wave files are mono and sampled at 48 kHz. The total duration
is of 60 hours 43 minutes 32 seconds. There was a total of 1132 manually placed segments (song, applause,
interlude) that served as the ground truth for evaluating the system.A subset of this dataset was used
for tuning the parameters (frame size, kernel size, detection threshold, audio features). It consisted of
5 randomly chosen concerts of total duration 6 hours 29 minutes 1 second with 99 manual segments.Audio
features that have been compared are the spectrum, MFCC, chroma features, and their combinations;
however, the spectrum gave the best results. Finally, the parameters giving us the best results are summarized
in Table 1.
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Note that in [2], the checkerboard kernel was tapered using a Gaussian function. From our
experience, not using a Gaussian weighting provides a slightly better result.

The segmentation results were evaluated with atolerance of + 10 second saround the manual ground
truth segmentation. We get a recall of 78.7%which is more than 8% higher than reported in [1]; while the
precision is 23.3%. On inspecting some of the manual segmentations, it could be argued that some segments
should actually start earlier or later since it is subjective; this affects the recall. However, for the precision,
when listening to the extra added segments, it is usually the case that the beat stopped and started; or there
is a sudden silence; or even a short impulse sound like a whistle.

4. CONCLUSION

This study was concerned with song change detection for the Montreux Jazz Festival concerts. The
algorithm that has been developed is based on audio novelty detection. Several audio features were tried;
the best was found to be the lower frequency spectrum. Other parameters like the frame size and whether
to weight the checkerboard kernel were optimized. Finally, the algorithm was tested on 50 MJF concerts
and achieved a recall value of 78.7%.

Suggestions for further improvement include overlapping the windowsfrom which frames are
extracted since it could be the case that a change between the windows is missed; also, over lapping the
frames them selves could be useful. Moreover, for MJF concerts, it is interesting to note that thereare 3 main
audio events: music, speech, and applause which may occur between songs or even during a song. This
extra knowledge can by all meansbe leveraged to improve the song change detection system. For
instance,salient features for speech or applause can be used to detect their respective events which usually
occur before or after songs and thus improve the song detection accuracy.

Future work includes matching the detected segments in the end to their respective events. And also,
if a database of songs is available, each songcan be matched to get its title and other meta data. Further
more, it is also possible to utilize the video as well where during a song; the camera is most likely focused
on the performers then switches to the audience at the endduring the applause; so the scene changes can be
a useful addition.
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ABSTRACT

The aim of the Cart_ASUR project is to propose urban sound quality indicators based on acoustic
and perceptive data. In order to collect the data, a mobile application has been especially developed
by the BrusSense Team of the Vrije Universiteit Brussel. The Cart_ASUR application is based on
the NoiseTube one which makes it possible to record noise levels after relevant calibration of the
mobile microphone. This new application proposes to collect, in addition to noise levels, perceptive
data in specific places (parks, squares, thoroughfares, streets, schools, markets, pedestrian streets,
etc.). 60 mobiles have been distributed to 60 persons in Paris for conducting the measurements and
the evaluations. Each person has to assess about 20 locations at four or five homogeneous periods
(day, evening, night, summer, winter etc.). After a year of experiment, it is expected to collect 6 000
measurement data. Each measurement corresponds to a 10-minute recording of sound pressure
level. Following this recording, participants have to answer a short questionnaire. The first questions
are related to the sound environment characterization with semantic scales. The next questions
concern the perceived loudness assessment of some special sources. Finally, the last questions regard
the presence time ratio assessment of other sources. Participants are also asked to take as many
photographs of the locations as they want in order to study the influence of the visual setting. The
data are automatically uploaded online on a dedicated server. With these 6000 data, it is expected
to propose indicators of urban sound quality with the help of mathematical models such as
regressions or artificial neural networks. Different types of variables will be considered as the
input of the models: (1) perceptive variables collected through the questionnaires, (2) acoustic
variables calculated from the sound level evolution recording such as equivalent sound level,
percentile levels, standard deviation, dynamic indicators, and (3) non acoustic variables which
could be extracted from the photographs or collected through already archived data from city
maps such as the presence of public seats or the type of shops in a street, or the number of bus
stops, etc. To conclude, the final aim of this research is to provide new solution towards noise
pollution maps, focusing not only on noise levels, but also on other aspects such as visual settings,
urban planning settings or assessments dedicated to special identified sources which lead towards
urban sound quality.

1. INTRODUCTION

The study presented in this paper is part of a French project (Cart_ASUR) which aims at developing new

© 2015 Acoustical Society of India
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indicators of urban sound quality and proposing new types of sound maps. In France, noise mapping is
regulated by a European Directive [1]. Large cities over 100 000 inhabitants have to present the average
noise levels LDEN (Day Evening Night Level) due to traffic noise through noise maps. These noise levels,
excluding many sound sources such as e.g. voices or mopeds, do not correspond to the real loudness
perceived by citizens and do not match their experience thereof. It would be much better to represent the
sound quality of urban situations instead of the average traffic noise level. In the short term, it is necessary
to better understand what is behind the perceived sound quality. In the long run, it should also be interesting
to be able to predict urban sound quality.

During the last four years, a study has been carried out in two large cities in France, focusing on variables
which have an impact on sound quality. 320 passers-by were asked to assess their environment mainly
from an acoustic point of view but also from other perspectives (visual context for example).

Table 1. Measured variables

Pleasantness (1) Sound pleasantness

(2) Global pleasantness

(3) Visual pleasantness

(4) Air quality pleasantness

Soundscape global (5) Quiet / Noisy

characteristics (6) Stable / Changing

(7) Lifeless / Lively

(8) Enveloping / Not Enveloping

(9) Surprising / Familiar

(10) Unsuitable / Suitable

Sound Sources (11) PL.LV Cars / Motorbikes

(12) TP.LV (Light Vehicles)

(13) PL.Mop Mopeds

PL (14) TP.Mop

= (15) PL.TB Trucks/Buses

Perceived (16) TP.TB

Loudness (17) PL.H Horns

(18) TP.H

(19) PL.Act Activities

(20) TP.Act

TP (21) PL.HP Human Presence

= (22) TP.HP

Time ratio (23) PL.Bir Birds

of presence (24) TP.Bir

(25) PL.Nat Nature

(26) TP.Nat
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The investigation involved 8 different kinds of typical sound environments: park, pedestrian street,
boulevard, street and urban transitions such as that between park and boulevard. In each location, 40 passers-
by had to evaluate 26 subjective variables (Table 1) on 10-point scales between 2PM and 8PM. The collected
data was analyzed according to two methods: multiple linear regressions and artificial neural networks [2].
For both methods, it was possible to link sound quality (sound pleasantness variable) to 13 dependent
variables (Table 2). Moreover, the correlation coefficient between the sound pleasantness measured and
that calculated was highly significant (over 0.8 for the test database).

Questioning passers-by was time consuming (about six months in each city) even for the limited number
of data considered. So these first results have to be validated with a much larger set of data. Moreover, it
was not possible to record the sound environments in parallel with the interviews. Therefore it has been
decided to take advantage of mobile technology to continue the work on sound pleasantness indicators,
questioning participants through their mobile. At the same time, the evolution of noise levels is recorded
with the microphone of the mobiles, in order to store acoustic measures in parallel to the perceptive data.
With the synchronized data, it will be then possible to correlate perceptive data with acoustic measures
directly.

2. MOBILE APPLICATION FOR THE CART_ASUR PROJECT

In order to collect the data, a mobile application has been specifically developed by the Brus-Sense Team of
the Vrije Universiteit Brussel. The Cart_ASUR application is based on the NoiseTube one which makes it
possible to record noise levels after relevant calibration of the mobile phone's microphone [3]. This new
application proposes to collect, in addition to noise levels, perceptive data in specific places (parks, squares,
thoroughfares, streets, schools, markets, pedestrian streets, etc.). 60 mobiles have been distributed to 60
persons living or working in the 13th or 14th districts of Paris for conducting the measurements and the
evaluations. Each person has to assess about 20 locations in these two districts, each at four or five
homogeneous periods (day, evening, night, week ends, summer, winter etc.). After a year, it is expected to
collect 6 000 measurements. Each measurement corresponds to a 10-minute recording of sound pressure
levels (stored each second). Following this recording, participants have to answer a short questionnaire.

Table 2. Variables chosen to explain the sound pleasantness

Measured perceptive variables

Dependent variable Sound pleasantness

Visual pleasantness

Quietness

Liveliness

Envelopment

Familiarity

Time ratio of light vehicle presence

Perceived loudness of mopeds

Independent variables Perceived loudness of trucks & buses

Perceived loudness of Horns

Time ratio of activities

Time ratio of human presence

Time ratio of bird presence

Time ratio of nature sound presence
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The questions have been designed to cover three categories of perceptive variables. The first questions are
related to the characterisation of the environment: climatic conditions and overall feelings on semantic
scales. These scales correspond to variables which have a significant impact on the sonic pleasantness such
as quietness, liveliness, envelopment and familiarity feeling (Table 2). In addition to these questions about
the sound environment, a question is dedicated to the visual pleasantness (Figure 1).

Looking at Table 2, it can be seen that the variables connected to perceived loudness concern only
sources whose sounds emerge from the background noise such as mopeds, trucks, buses or horns, whereas
variables connected to the time ratio of presence concern sources whose sounds disappear in the background.
It has been decided to differentiate these two kinds of sources. For those which emerge from the background

Fig. 1. Screens of the mobile application for global evaluation

Fig. 2: Screens of the mobile application for sound evaluation of sources and photographs
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noise and thus can be evaluated as "events", perceived loudness assessment is rated on an intensity scale
(weak/loud). In the chosen districts in Paris, metros (sometimes passing overground) as well as some
urban activities can be considered as events. On the Figure 2, the presence of non-event sources (voices,
steps, birds, water and wind) is assessed on a time ratio scale (rarely/continually).

Some sound sources can be heard as events or as background. For example, cars can be considered as
events during the night, when only few are passing, but can be considered as background when there is
heavy traffic. As such, this particular source appears in the two categories.

Participants are also asked to take as many photographs of the locations as they want in order to study
the influence of the visual context on the soundscape.

3. ACOUSTIC MEASUREMENTS

Before calculating any acoustic indicator, the microphone of the mobile has to be calibrated.

3.1 Calibration

Several types of mobiles were tested in order to choose the one which can measure sound levels typical in
an urban environment. Actually, while phone performance with respect to sound intensity varies, we have
not yet encountered a phone model with a linear response between 20 dB(A) and 90 dB(A). The HTC One
X mobile has been chosen for two reasons: (1) all mobiles are sensitive to noise level ranges between 50
dB(A) and 90 dB(A), even extending to between 40 dB(A) and 90 dB(A) in some cases (Figure 3.) and (2)
this mobile is trendy which helps in motivating the 60 participants who are offered the telephone subscription
for a year in addition to the mobile.

Fig. 3. Responses of 5 mobiles HTC One X compared to the reference (green curve)

As it is not possible to implement individual calibration in each mobile, an average of the behaviour of
5 phones have been set, which then of course is not perfect for each individual phone. Then, after calibration
settings were included, the mobiles perform very well between 50 dB(A) and 90dB(A) but not completely
below 50 dB(A). One reason is that phone behaviour varied more below 50 dB than beyond. This is not a
problem because a previous campaign showed that in Paris, equivalent sound levels LAeq,10 min  are never
measured below 50 dB(A) even during the night (except for parks where LAeq,10 min can reach 45 dB(A)). On
the opposite, the maximum equivalent sound levels are measured along boulevards during the day and
can reach 80 dB(A) [4]. Moreover, note the averaging over many different measurements for a chosen
locations and time further decreases random errors due to the difference in individual mobiles.

3.2 Acoustic indicators

In order to avoid participants opting out of the experiment prematurely, it is important to minimize
duration of the experiment. Therefore, the duration of the sound level recording is limited to 10 minutes.
This duration is long enough to characterize the acoustic environment of an urban situation [4].
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Two kinds of indicators are calculated (Table 3.): on one hand energy indicators, such as the sound
equivalent level LAeq or percentile levels, and on the other hand indicators related to the number of events.
Unfortunately, it is not yet possible to identify sources automatically. Indeed automatic source recognition
is a field of active study [5] but not yet mature enough to be implemented in the mobile application. So it is
not possible to measure neither the level of a source nor the real number of events for a source. Moreover,
no stimuli are recorded to preserve privacy, so it is not possible to identify the sources afterwards. Only the
sound level in dB(A) is stored every second.

Table 3. Definition of the indicators calculated for each measurement

Indicator Definition

LAeq,10 min "A" weighted equivalent sound level, calculated from 1s measurements LAeq,1s over 10
minutes.

LAmax, 1 s Maximum "A" weighted equivalent sound level, extracted from 1s measurements LAeq,1s

LA10, LA50, LA90 "A" weighted sound level exceeded respectively 10%, 50% and 90% of the time

LAmin Minimum "A" weighted equivalent sound level, extracted from 1s measurements LAeq,1s

α Standard deviation of the LAeq,1s

LA10 - LA90 Difference of percentile levels LA10 and LA90

NNEL>Lα Number of noise events exceeding the Lα level. Lα : 70 dB(A), 75 dB(A), 80 dB(A), LA10,
LAeq,10 min + 10 dB(A) and  LAeq,10 min + 15 dB(A)

4. CONCLUSION
With 6000 measurements, it is expected to propose indicators of urban sound quality with the help of
mathematical models. These models will try to predict the dependent variable (the sound pleasantness
variable) with independent variables. Different types of independent variables will be considered as the
input of the models: (1) perceptive variables collected through the questionnaires, (2) acoustic variables
calculated from the sound level evolution recording and (3) non-acoustic variables which can be extracted
from the photographs or collected through already archived data from city maps such as the presence of
public seats, the type of shops in a street, the number of bus stops, etc. It has already been shown that it is
possible to predict the sound pleasantness variable with other perceptive data, but in the long term, it
would be interesting to test the models, excluding perceptive data, in order to be able to predict the urban
sound quality through sound monitoring and/or through other geo-referenced city data. To conclude, the
final aim of this research is to provide a new solution towards noise pollution mapping, focusing not only
on noise levels, but also on other aspects such as visual context, urban planning settings or assessments
dedicated to specific sources identified which lead towards a different experience of urban sound quality.
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1. INTRODUCTION

Speech rarely involves production of one sound in isolation, but rather is a continuous, dynamic sequencing
of vocal tract movements produced in rapid succession. Though it might be convenient to consider phonemes
as independent, invariant units that are simply linked together to produce speech, this simplistic approach
does not really fit the facts. When sounds are put together to form syllables, words, phrases, and sentences,
they interact in complex ways and sometimes appear to lose their separate identity. The influence that
sounds exert on one another is called coarticulation, which means that the articulation of any one sound is
influenced by a preceding or following sound. For any given target sound, the phoneme immediately
preceding and the one immediately following will influence the articulatory posture of the vocal tract. We
make articulatory adjustments to both phonemes at the same time and in fact we are articulating more than
one phoneme at one time. This phenomenon of simultaneously articulating more than one phoneme is called
coarticulation.

Coarticulation is majorly divided into two types: anticipatory (Right to left) and carryover (Left to right).
For example in the words "snoozed" and "sneezed" the contrast shows that the /sn/ cluster acquires lip
rounding only if it is followed by a rounded vowel /u/ and it is unrounded when followed by unrounded
vowel /i/. This is because of anticipatory coarticulation where the following vowel influences the preceding
phonemes. In contrast, in carryover coarticulation, the feature of the preceding phoneme will spread to the
following sound. For example in the word "me" vowel /i/ becomes nasalized because of the preceding nasal
sound /m/.

Appropriate coarticulation indicates the maturation of oral speech motor control. So the development
of coarticulation provides knowledge about the maturational pattern of articulators with age. The influences
of coarticulation often extend well beyond the boundaries of a particular segment and appear to be the
influence of both spatial and temporal linking of articulatory gestures. Child's language learning process
skillfully develop from the simple articulatory patterns of babble to the complex patterns of connected speech
and articulates an endless number of sound combinations, using necessary co-articulatory adjustments to
accommodate neighboring sounds.  Children's pronunciation in the first 50 word stage appears to be
constrained by their physiology, ambient language, and child specific factors (Vihman, 1992). Kent and
Bauer (1985) reported that children who are in the first fifty word stage are able to produce combinations of
vowel (V) and consonant (C) such as V, CV, VCV, and CVCV structures which will be accounted for
appropriately 94 % of all syllables produced.

Acoustic based theories describe anticipatory coarticulation, in which the vowel influences the preceding
consonant, in children's speech as more segmental (Kent, 1983) or more holistic (Nittrourer, Studdert-Kennedy
& Neely, 1996) than adult's coarticulation patterns. The segmental theory predicts that children initially
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produce phonetic segments with less coarticulation than an adult's production of the same segment,
suggesting children learn patterns of individual components of the CV segment. In this case, the vowel of
the CV sequence has less influence on the articulatory movements of the preceding consonant and
coarticulation increases and their speech becomes more efficient or adult like (Kent, 1983).  In contrast, the
holistic theory projected that babbling patterns of reduplicated, variegated syllables and syllable strings are
holistic, undifferentiated gestures of consonants and vowels  and later the holistic gestures of early word
productions are narrowed to smaller phonetic units (Goodell & Studdert-Kennedy, 1993) weakening
consonant and vowel interdependencies and coarticulation decreases with age and motor practice (Nittrouer
et al., 1996).

Though there are studies supporting segmental/ holistic theories, there are also findings which show
mixed results pointing to further complexities, such as coarticulation varying with the syllable type,
meaningfulness, and types of context (Sussman, Minifie, Buder, Stoel Gammon, & Smith, 1996; Katz and
Bharadwaj, 2001; Gibson & Ohde, 2007). Goodell et al. (1993) and Gibson et al. (2007) noted age-related
changes in coarticulation which mainly depend on the places of articulation.

Coarticulation can be studied perceptually, physiologically and acoustically. For measuring
coarticulation in individuals with speech disorders, most researchers have used relatively more indirect
techniques such as acoustic analysis, mainly because of the practical difficulties associated with the types of
invasive physiological techniques. Using acoustic analysis, the transition between the consonant and vowel
will provide information about coarticulation.  Many acoustic studies have addressed that F2 locus equation
can be used as a quantitative measure for CV coarticulation (Lindblom, 1963; Sussman, McCaffrey, &
Matthews, 1991).

The locus equation plots F2 at vowel onset against the target frequency of the same vowel at a so-called
steady-state location. The plots are compiled mainly for voiced stops across different vowel contexts (/i, a,
u/) and the slope is said to be related to the degree of coarticulation (Krull, 1987). Minimum coarticulation
is where the locus equation has a relatively fixed F2 onset frequency across vowel contexts and maximum
coarticulation is where the F2 onset frequency varies systematically with F2 vowel target frequency. Fig. 1

Fig.1. Hypothetical extremes of locus equation slopes. The upper panel illustrates a situation that would
occur with an invariant consonantal locus when no coarticulation is present between consonant and
vowel. The lower panel reflects a condition of no consonantal locus and maximum coarticulation
between consonant and vowel (Sussman et. al., 1996).
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depicts   maximum and minimum coarticulation. The regression equation parameters (slope, intercept)
provide insight into the magnitude of coarticulation depending on the consonant's place of articulation. A
steep slope of 1.0 is evidence for a high degree of coarticulation between C and V. On the other hand, a low
slope indicates that at the onset of the vowel F2 shows a smaller change for each 1 Hz change in the vowel,
an indicator of a smaller degree of coarticulation. Experimental work has shown that the magnitude of the
slope characterizing CV coarticulation differs according to consonant place of articulation (Sussman et al.,
1998).

Acoustical analysis is one of the most feasible measurements in younger children since the speech sample
is elicited through natural play situations. Sreedevi, Smitha, Irfana and Nimisha (2012) studied coarticulation
in hearing impaired population using F2 locus equation as a metric and the slope of the regression lines
provided a numerical index of coarticulation which showed variation across hearing aid users, cochlear
implantees and normal controls among places of articulation. Velars showed higher degree of coarticulation
and bilabials and dentals revealed weaker coarticulation effect. Normals articulated more effectively and
were highly positively correlated with the F2 locus equation measures. Among children with hearing
impairment, as expected, the hearing aid users showed comparatively poorer performance than cochlear
implantees particularly for velar coarticulation. As per the literature, there are no reported studies   on
coarticulation in typically developing young children in Indian languages. In this perspective the present
study attempts to investigate the coarticulatory changes across places of articulation in children in the age
range of 12 to 24 months in Malayalam.

2. METHOD
Participants : Sixteen typically developing native Malayalam speaking children in the age range of 12-24
months were considered for the study. The participants were divided into two groups; 12-18 months and
18-24 months. Each group comprised of 8 toddlers including 4 males and 4 females. None of the participants
had any known disorders and normal developmental milestones were ensured.

Data recording Procedure : The speech samples recorded consisted of imitated as well as spontaneous
speech. Recordings were carried out by using a video recorder (Sony Handycam, Model No DRC DVD 908
E) with an inbuilt microphone and each session lasted for about 30- 45 minutes. The recording was conducted
until a sample containing 50-60 speech like utterances were obtained from each participant.

Data Analysis : The recorded data was subjected to data reduction. CV syllables constituted 33.07% of
the total corpus. To select the target production from the recorded sample, imitated and spontaneous CV
productions including voiced stop consonants like /b/, /d/, /g/ in the context of vowels /a/, /i/, /u/
were identified and subjected to acoustical analysis using PRAAT software (Version 5.1.14). PRAAT software
is easily and freely downloadable with options for general acoustic analysis.  Locus equation estimation

Fig. .2 Spectrogram depicting F2 onset and F2 mid point
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required onset and midpoint of the vowel F2.  F2 represents the second formant of the vocal tract and is
considered to be a significant cue for place of articulation. For data analysis, F2 vowel onset and midpoint of
each CV utterance was identified. Vowel onset was identified as the onset of voicing in the second formant
of the vowel following consonant release and the formant value at the temporal midpoint of the vowel was
also selected.  Spectral measures were taken from wide-band spectrograms, schematic representation is
shown in Figure 2. These obtained data was statistically analyzed using regression analysis.

10 percent of each participant's data was subjected to intra judge and inter judge reliability. The overall
intra judge and inter judge reliability index were 95% and 88% respectively.

3. RESULTS
Regression analyses were carried out to ensure the relationship between F2 onset and F2 midpoint of the
vowel using SPSS (Version 17) package. This statistics has been used to evaluate how closely data points
cluster around the regression lines. The obtained slope, y-intercept, R2 and standard error (SE) values are
presented in Table 1.

Table 1. Shows the Slope, y-intercept, R2 and standard error (SE)

Groups Target Slope y-intercept R2 SE

12-18 months ba 0.65 279 0.56 78.75
da 0.11 875 0.05 51.56
ga 0.81 114 0.21 167.21

18-24 months ba 0.72 473 0.57 86.83
da 0.26 1401 0.07 53.78
ga 0.84 189 0.47 170.44

Combined ba 0.42 214 0.83 90.85

(12-24 months) da 0.05 481 0.18 77.1
ga 0.71 96 0.51 179.13

Here the slope, y-intercept, standard error (SE) and R2 functions of regression equations on the F2 onset
and F2 vowel frequencies were calculated for the sixteen participants for the 3 different places of articulation.
The slope function described degree of coarticulation and places of articulation for each participant; it means
that for every 1 Hz change in the vowel midpoint, there is a corresponding 1 Hz change in the CV transition
onset. The y- intercept also provides the variations of coarticulation. The SE value indicates goodness of fit
around the regression line, and the R2 described extent of variability of F2 onset and F2 vowel target. The
smaller the SE, the more the scatter plot takes on a linear or a straight line appearance. Small SEs, often near
to 100 Hz on the scatter plot along the liner regression line indicates adequate coarticulation.

Regression functions for voiced bilabial, dental and velar stop consonants pooled across participants are
shown in Figures 3, 4 and 5 respectively where vowel onset and midpoint are depicted in X and Y-axis . The
regression lines revealed that the goodness of fit increased in all three places of articulation as age increased.
The slopes for /b/, /d/ and /g/ were 0.65, 0.11 and 0.81 for the younger age group (12-18 months) and 0.72,
0.26 and 0.84 for the older age group (18-24 months) respectively. Hence based on the slope, the coarticulation
was maximum for velar /g/ followed by bilabial /b/ and dental /d/. As evident in Figure 4, the slope is
almost flat for dental /d/ indicating minimal effect of the vowel on the consonant. Y-intercepts, R2 and SE
also showed variation across groups though it was trivial.

Based on the combined data also the same trend of coarticulation was evident; velars /g/> bilabials /b/
> dentals /d/. The combined slopes for /b/, /d/ and /g/ were 0.42, 0.05 and 0.71 respectively. Bilabial and
velar stops had R2 value of 0.83 and 0.5 respectively, indicating slopes that represent coarticulation well by
the co-variation of F2 onset and F2 vowel target. Dentals had a small R2 of 0.18 indicating very less
coarticulation. The SEs for /b/, /d/ and /g/ were 90.85 Hz, 77.1 Hz and 179.13 Hz.
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Fig. 3. The locus equation of bilabial stop /b/ in children aged 12-18 (a) and 18-24 (b) months.
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Fig. 5. The locus equation of velar stop /g/ in children aged 12-18 (a) and 18-24 (b) months.
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Fig. 4. The locus equation of dental stop /d/ in children aged 12-18 (a) and 18-24 (b) months.

V
ow

el
  

on
se

t

(a)     Vowel midpoint

V
ow

el
  

on
se

t

(b)     Vowel midpoint



Coarticulation in Young Children: F2 Locus Equation as a Metric

Journal of Acoustical Society of India 193

4. DISCUSSION
In the present study, the LE metric was used to describe coarticulation patterns in voiced stop CV productions
of children aged 12-24 months. Results indicated that velars had maximum coarticulation followed by bilabial
and dental places of articulation. Vowel in CV syllables moderately influenced velars /g/ and bilabial /b/
and with a minimal vowel influence for dental /d/.  Also voiced velar stop revealed moderate goodness of
fit around the regression line followed by voiced bilabial and dental stops. As reasoned by Gibson and Ohde
(2007), the toddlers must learn to simultaneously and independently implement the appropriate tongue
position for the vowel and lip closure for the bilabial stop reducing the anticipatory coarticulatory effect of
the following vowel. The production of dental sound in CV requires the child to implement two separate
gestures for the same articulator. That is the child has to move tongue tip for dental sound production and
tongue body for the vowel. A different production strategy exists for velars in that both C and V are produced
by the tongue body itself. The variability across participants were also reduced for velars compared to
dentals and bilabials indicating degree of velar coarticulation was produced more consistently, possibly
because of the single gesture for one articulator. Similar trends were revealed in other studies (Goodell &
Studdert-Kennedy, 1993; Sussman et al, 1996; Sreedevi et al, 2012).

Results of this study also support earlier studies (Goodell et al 1993; Gibson et al, 2007) in English speaking
children. This signifies the similarity of coarticulatory pattern across languages.  The present study including
very young children showed coarticulatory patterns similar to adults as reported by Sussman et al, 1996. To
conclude, it can be stated that, coarticulatory influence of vowel in CV contexts is different across places of
articulation, velars showing the maximum effect.
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ABSTRACT

This paper presents method for tracking animals moving in 3D (bats, whales) using 4 microphones
at different spatial locations. Like many acoustic source localization algorithms, our method is based
on grouping all microphones into pairs, estimating the TDOA of each pair, then finding a set of
distances to microphones, consistent with the observed TDOAs. The novelty of our method is filtering
the set of acquired TDOAs using coherency equations, reflecting consistency between different
TDOAs, as well as typical animal sounds and trajectories. This allows eliminating echoes and
distortions of sound trajectory due to water layers, or any kind of reflections.

1. INTRODUCTION

Tracking of wildlife movements has been widely studied since the 1960s [1-2]. For the majority of these
studies, an operator monitors received signal strength while changing the orientation of a directional receiving
antenna. The problem of localizing an acoustic source from Time-Differences-of-Arrival (TDOAs) is received
recently a lot of scientific attention with a number of different solution approaches (the review can be found
in [3]) and many military, bioacoustic and surveillance applications. However, most of these methods assume
known and constant propagation speed, reliable only under controlled conditions where the air/water
temperature can be monitored. The effects of a wrongly assumed propagation speed is surveyed in [4]. One
of the most successful approach to overcome the problem of variable propagation speed, echoes, etc, in the
field of bioacoustics is the algorithm is based on the principle of transitivity of TDOAs, computed from
correlation of each couple of microphones [5-8]. We apply this approach to the whales and bats tracking
(figure 1).

System of microphones in case of whale tracking was the short base (2 meters square) hydrophone
array. For this purpose, we used the Nemo Onde platform (from INFN, CIBRA and the NEMO Collaboration)
that was distributed within the 2009 DCL challenge organized by Gianni Pavan.  In case of bats tracking we
used 4 microphones, organized in a tetrahedron with 1,6m edge.

Recordings from such systems of microphones are processed by our technique, developed in [5-8] to
robustly estimate the flying bats and whales trajectories from TDOAs. Such an estimate can be used to
enhance the localization by filtering all possible TDOAs to provide consistency between TDOAs of different

© 2015 Acoustical Society of India
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microphones as well as typical animal sounds and trajectories. The TDOAs were computed on a teagerkaiser
detector or an SMF in order to get more precise detections.

The problem of non-robustness of automatic animal tracking is present in both bats and whales recordings.
It is confirmed by application of statistical measures (Likehood, Fisher information, Cramer-Rao bounds
and other) which show that real commercial antennas (such as 4 microphones, organized in a tetrahedron
with 1,6m edge) do not provide robust localisation.

2. BIOACOUSTIC DATA OPTIMIZATION

Real-world recordings of different species of bats and whales recordings are used to validate our method.
The typical signal recording and corresponding spectrogram are shown in a Figure 2.

Correlation of sounds, arrived to pair of sensors results in cross-correlation-functions, showing shifts
at which signals are more similar (best shifts) or more different (worst shifts) - see figure 3. TDOAs between
two microphones are calculated as peaks of correlation of recordings of these microphones.

Fig. 1. The snapshot of the video of our fine tracking results computed on the DCL 2005 challenge
Bahamas set with only one whale. (available online at http://sabiod.univ-tln.fr/tv).

Fig. 2. Left: The typical bat-recording. Right: The corresponding spectrogram
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Refinement of TDOAs by coherence formulas is used to filter the set of TDOA by application of the
following coherence equations, developed in [5-8] (4 sensors case) :
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Here indices i, j, k, h are microphone numbers, whereas index m is the rank of the maximum. ε is the
maximum possible overall system error, depending on microphone sensitivity, noise level, sound quality,
etc. This way the equations will serve as a filters for TDOAs, selecting the coherent TDOA, producing smooth
TDOA and correct tracking.

Optimization of parameters of TDOA calculation is used to automatically adapt the algorithm  for a
particular animal. Optimization includes time-step, correlation-window, number of maximums and
percentage of TDOA to filter with coherence condition formulas.

Due to the difference in sounds, emitted by different species, as well as difference in antennae geometry
and media of sound-propagation, we adapt the time steps and correlation windows to the sonar rate.

Fig. 3. (a): ten seconds of raw signal of the Bahamas set with four emitting whales (b): (a) after TKM
filtering. (c): (a) after the SMF. (d): CC between (a) and corresponding raw signal (e): idem than (d) but
with (b). (f): idem than (d) but with (c). Circles on the top of some peaks correspond to the 15 maximum

peaks that are used for localization. This shows the difference between TK and SMF.
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3. RESULTS OF TDOA CALCULATION AND REFINEMENT

The refinement results in more smooth and more coherent TDOAs, removing less false outbursts of TDOAs,
caused by noise and echoes in recordings, as illustrated in a figure 4.

Fig. 4. Upper: highest-correlation TDOAs (before refinement), Middle: 10 TDOAs with highest correlation
calculated, 5% (most coherent) shown. Lower: Signal, recorded by 4microphones (1.6m-tetrahedron).
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Fig. 5. Result on Bahamas set 1 with the SMF method. Each symbol corresponds to
one whale, clearly and continuously tracked in 3D. Video is available at http://sabiod.org,

with SMF detectors and 3D view.

The resulting trajectories in case of whales tracking are shown in a following figures. The figure 5 shows
the result of our algorithm processing 4 simultaneously clicking whales (corresponding to the autocorrelation,
shown in a figure 3, Bahamas set 1).

Our algorithm is capable of processing many types of microphones arrays. The following figure 6 shows
the result of the same system but running on a short base (2 meters square) hydrophone set, 96kHz, data
from NEMO, courtesy of INFU, G. Riccobene and G. Pavan.

Fig. 6. Our 3D tracking results from the recordings of the 15th of august 2005, 15h00 Est. We see clearly
the 2 Physeter catodon diving together from -400m to -1000 m in 5 minutes. We  acknowledge Gianni

Pavan and Giorgio Riccobene for NEMO recordings from INFN & CIBRA.
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4. CONCLUSIONS AND FUTURE WORK

This paper presents the application of our method of calculation and refinement of TDOA, followed by 3D
trajectory reconstruction [5-8] to bats and whales tracking. In both cases, our system is designed to eliminate
echoes, noise and run in the case of multiple simultaneously recorded animals.

Line-detection in spectrograms remains optional. This step allows to stress clicks (verical lines in
spectrogram), characteristic for some bats and whales.

Difference in sound of approaching bat and the bat flying away from the microphones can be seen
from the correlation amplitude, the sound emitted by approaching bat is less coherent than the sound from
the flying away animal. This may be caused by more complex amplitude modulations of the frontal direction
of the sound. This causes that frontal emissions are incoherent from one microphone to another, which may
be due to the head function transfer of the bat.

Distinction between stationary/non-stationary sound sources can be improved further. The typical
recordings (as presented in a figure 1) represent not only the bat sound (high frequency bursts between 1
second and 2, 5 seconds of recording), but also the static sound sources, such as, for example, night insects
(low frequency bursts during all the recording).

Such static sound sources provide a very high degree of correlation between pairs of microphones and
a very high degree of coherence. Therefore, static sound sources contribute into the highest coherent TDOA.
In order to remove the static sound sources from the consideration, 2 methods can be applied: (1) filtering by
frequency (using a frequency range for a spectrogram, characteristic for the recorded animals) and (2) using
non-zero time-variations of TDOA, characteristic for the moving object like the flying bat.

Physical constrains, such as different propagation properties of different frequencies represent another
direction of future method improvement.

Biological constrains, such as range of operation, are possible to estimate, based on theoretical analysis
of general biology and physics of a considered system. Different theories of functional organization of cochlea
agree in different integration segments in different frequency-ranges and this can be used in adjusting the
spectrogram according to biological frequency integration principles. Another adaptation of the system to
biological properties of bat echolocation system is using different sensibilities to different frequencies, as
well as evolutionary adaptation of the bat to the difficulty with location of objects, those sizes is less than
sound wavelength.

All these biological constraints, optimized by evolution, resulted in a very particular temporal pattern
of sound used by bats, as well as its frequency distribution. We can use the same constrains to optimize the
operation of our system.
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ABSTRACT

Acoustic source localization has been hot topics in microphone array signal processing in the
last decades and widely applied in various fields including radar, sonar, ultrasound imaging,
seismic, and machinery trouble shooting and diagnosis, etc. Up to now, phased microphone
array system has been an important tool to identify main noise sources from mixed acoustic
field emitted from running machines. The performance of localization is affected by several
parameters such as the microphone array layout, the number of microphone, weights and the
array aperture. Usually the array aperture and the number of microphone are restricted in
practical applications, and therefore array layout design and weights are the most crucial
parameters to improve localization performance characterized by the array beam pattern. To
reduce cost and complexity it is desirable to employ as few microphones as possible in the
array. Therefore, it is reasonable to optimize array layout to remove some elements and form
the desirable beam pattern with narrow main-lobe width (MLW) and low side-lobe level (SLL)
which is in agreement with high spatial resolution and strong capability of interference rejection,
while still maintaining a satisfactory imaging performance. Most research interest has focused
on linear and planar arrays under the narrow band or single frequency condition. However,
array layout optimization design is highly related to noise frequency bandwidth. Therefore, a
new array layout optimization method is presented in this paper for wide-band noise sources
to generate low side-lobe level beam patterns based on particle swarm optimization (PSO)
which has proven to be very efficient in optimal layout design. In this paper, we present a
general framework to consider the overall performance based on the narrow main-lobe width
and low side-lobe level criterion using the particle swarm optimization method. In low
frequency band we place more emphasis on the main-lobe width, and place more emphasis on
the side-lobe level within high frequency band. In the presented paper, both weights and layout
can be optimized simultaneously. Finally, simulations and experiments are carried out to
demonstrate that the proposed.

1. INTRODUCTION

Microphone array has been an important research field in acoustic source localization and source separation
for acoustic camera in the last decades. The performance of localization is determined by the array beam

© 2015 Acoustical Society of India





204 Journal of Acoustical Society of India

Pengxiao Teng, Jianfei Shen, Ying Xiao, Yichun Yang and Mahavir Singh

Using Eqation (1) , one may obtain the beam pattern as :
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The MLW is defined as Θ which is the angular interval of the first pair nulls of ⏐B(θ, ϕ)⏐ for a given ϕ and
the side-lobe level is represented as : ( )
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where ∉Θ means side-lobe which is the angular interval outside the main-lobe. Based on the narrow MLW
and low SLL criterion, an array configuration can be optimized by

maxmin

min {MLW,max{SLL}}

. . ms t r r r≤ ≤ (4)

where [ rmin , rmax ] being the range of array elements. In this paper, we employ PSO method to implement the
optimization. In order to implement optimization, a fitness value is designed to evaluate the updated
particles.
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where the integral lower limit θ0 is the first null of B(θ, ϕ) outside the main-lobe and the integral upper limit
θlim is the angle boundary limit. [θ0, θlim] is angle volume where we pay more attention to side-lobe. In
Equation(5), δ(θ, ϕ) is defined as :
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3. THE MODIFIED PARTICLE SWARM OPTIMIZATION

The aim of employing PSO method [7] to implement equation (4) is to exploit possible microphone positions
in order to find a set of optimal position which obtains both narrow MLW and low SLL. Consider a swarm
with  particles, each of which N represents an array configuration.

                                                                    [ ]T

1 2, , n N=X � �x x x x (7)

where each particle can be denoted as :
xn = [xn1, xn2, ...xnd, ...xnD] (8)

where D is the dimension of optimization. We represent the best individual solution for each particle in
the iteration process as :

                                                                      [ ]T

1 2, , n N=P � �p p p p (9)

where pn = [pn1, pn2, ...pnd, ...pnD] is the best individual solution for the nth particle, and the best swarm
solution is represented as:

                                                                     1 2[ , , , ]d Dg g g g= � �g (10)

With Equation(7) through (10), the particles are updated according to the following equations:
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where c1 and c2 are two positive constants (typically c1 = c2 = 2),  r1 and r2 are two random variables, and w
is inertia weight. The t and t-1 represent newly updated variable and previous one, respectively. From
Equation (11), we can see that the new velocity is determined by three terms. The first term represents how
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much the previous velocity is kept. The second term related to the distance between the best individual
solution and its current one allows each particle to approach closely to best individual solution. Last term
related to the distance between the best global swarm solution and its current one allows each particle to
approach closely to best swarm solution. A large inertia weight w tends to explore global area while a small
one tends to search local area. Shi [8]suggested a way to determine the inertia weight written in Equation(12)
to make a balance in exploring global and local area .

                                                                 max min
maxt

w w
w w t

T

−
= − (12)

where wmax and wmin are maximum and minimum weight respectively, and T is the total iteration number,
t is current iteration index.

In this paper, we proposed a modified PSO procedure which alternately optimizes the main-lobe and
side-lobe level. As a result, the can be summarized as follows :

STEP 1 : Initialize PSO parameters including the number of particle N , the optimization dimension D,
particles X , best individual solution P, and best global solution g , inertia weight wmin , wmax.  Set
a preliminary SLL and MLW θ0.

STEP 2 : All particles are updated using Equation (11) through (12).

STEP 3 : Calculate the fitness value using Equation (5) to evaluate new particles, and judge if P and g are
replaced by newly updated particles.

STEP 4 : Judge if the fitness value is zero. If so, decrease the θ0 in a small amount and go to step 2, and
then repeat step 2 through step 4. Otherwise, go to step 5.

STEP 5 : Judge if the iteration number reaches the maximum  T.  If not, repeat step 2 through step 4.
Otherwise, go to step 6.

STEP 6 : Terminate and obtain the final result g .

Fig. 2. Modified PSO flow chart
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4. ARRAY GEOMETRY AND WEIGHTS OPTIMIZATION

In this paper, we present a general framework to optimize array layout considering narrow main-lobe
width and low side-lobe level criterion. On one hand, in low frequency band we use modified particle
swarm optimization presented in Sect. 3 to optimize half of microphones to obtain higher spatial resolution
according to narrow main-lobe criterion. On the other hand, we employ modified particle swarm
optimization to optimize the left half of microphones to obtain lower side-lobe level in higher frequency
band according to low side-lobe level criterion. Therefore, we place more emphasis on the main-lobe width
within low frequency band and place more emphasis on the side-lobe level within high frequency band
when optimizing array geometry. Afterward, once the array geometry is determined, weights are optimized
to balance the main-lobe and side-lobe at each frequency bin. When the array geometry and weights are
determined, the beam pattern can be calculated.

Figure3-Figure5 show the simulation results of array optimization. The number of microphone is 128
and array radius is 0.5 m. [ rmin , rmax ] is [0,0.25] for higher frequency band and [0.25,0.5] for lower frequency
band. We compare three typical array layouts: optimized array, random array and circle array.  The circle
array represents an extreme case which has very narrow main-lobe and high side-lobe level.  Fig. 3 shows
the position of array elements. In Fig. 4, it can be shown that circle array has narrowest main-lobe but has
highest side-lobe level. The optimized array has narrower main-lobe and lower side-lobe level. Fig. 5 shows
the similar results at the frequency of 9000Hz.

Therefore, the proposed method allows to have ability to balance the main-lobe and side-lobe level
flexibly by adjusting the weights when the array geometry is fixed.

Fig. 3. Optimized array layout
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Fig. 4. Beampatterns of three arrays at 1000Hz
(Optimized Array, Random Array,Circle Array)

Fig. 5. Beampatterns of three arrays at 9000Hz
(Optimized Array,Random Array,Circle Array)
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5. CONCLUSIONS

In this paper, we present a general framework to control the narrow main-lobe width and low
side-lobe level based on the particle swarm optimization method. In low frequency band we
place more emphasis on the main-lobe width, and place more emphasis on the side-lobe level
within high frequency band. In the presented paper, both weights and layout can be optimized
simultaneously. Simulations are carried out to demonstrate that the proposed scheme can
improved localization performance of wideband noise sources.
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ABSTRACT

Flat plates of large surface area are commonly used in constructing machinery and since they are
efficient radiators of sound due to their vibration, the best way of reducing noise in machines is to
reduce the radiation efficiency of flat plates. Sometimes the sound radiation may be due to lower
transmission loss of the plate that can be increased by using a double walled construction.  Adding
external damping to plates is another possibility to reduce sound radiated by it. However, both
these methods cannot be used in many cases as they would reduce the extent of heat transfer that
may have to be allowed in some machines, for example, transformers. Stiffening of the plate is a
possibility that would not interfere with heat transfer, but the radiation efficiency cannot be reduced
in proportion to the extent of stiffeners.  Therefore, in the present study, the flat nature of the plates
is modified by adding stiffening elements over a large area that would change the flat nature of the
outer surface of flat plates. This modification is expected to change the nature of bending vibrations
of the plate that would interact with the sound waves and would thus reduce its overall radiation
efficiency. The effect of these modifications are predicted and verified through experiments based
on SEA and BEM modelling.  The stiffeners that were used are in the form of angle sections of
various included angles and thickness.  Nine different combinations of these angle sections and
thickness were used in the simulation and experiment.  The use of these angle sections resulted in
additional acoustic modes in the cavity and their contribution was reduced by using acoustic
absorption material. Experiments were conducted by giving a standard impulse excitation and
then measuring the resulting vibration and noise. A significant difference in sound radiation has
been observed between plates of some types of angle stiffeners and the bare plate.   The same set of
structures was used to determine their transmission loss to determine whether the advantage of
higher transmission loss and lower radiation efficiency can be simultaneously obtained. Experiments
confirm that the same set of stiffened plates that had least radiation efficiency also have the maximum
transmission loss.

1. INTRODUCTION

Sound radiating from vibrating structures is the main source of noise in most machines. Therefore, accurate
prediction of sound radiation from such structures has been a challenging task for a long times. Most of the
structural components of machines are generally constructed from an assemblage of flat plates; examples
include casings of machineries, car body shells, ship hulls and decks etc. Hence, due to the wide use of flat

© 2015 Acoustical Society of India
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plates, it has been the consistent approach of researchers to model such complex structures using analytical
or numerical approach—by simplifying them as simple plate like structures and studying their sound
radiation mechanism. The study of a representative sample of a plate provides the basic understanding of
the interaction between the flexural vibration behaviour of a structure and its sound radiation. This paper
presents an attempt to minimize sound radiation from flat plates in a wider frequency range by using
specifically designed stiffeners.

2. LITERATURE

W Maidanik [1] determined the radiation resistance of a baffled plate for a broadband excitation in terms
of a frequency band average. Leppingtonet al. [2] have proposed an asymptotic formula for the radiation
resistance at the critical frequency as Maidanik’s prediction overestimated the radiation resistance by a
factor of about 2, for a large plate aspect ratio. Wallace [3] studied the radiation efficiency of a finite, simply
supported rectangular plate in an infinite baffle. Bonilha and Fahy [4] proposed a model of sound radiation
from a baffled flat plate in multimodal response, with an assumption of large modal density of a plate to
include the effect of number of resonant modes contributing within a frequency band. Onsayet al. [5] have
analysed vibro-acoustics behaviour of bead stiffened flat panels byvarying design parameters such as bead
orientation, depth and periodicity. Xieet al. [6] have investigated the effects of boundary conditions on the
mode count and modal density of beams and plates using the wave number integration method. It is found
that at low frequency there is an effect of boundary condition on modal density but at high frequencies
modal density is constant irrespective of boundary conditions. The vibro-acoustic behaviour of aluminium
extrusions is presented by Xieet al. [7]. An extruded panel is represented by a single global mode subsystem
and three subsystems representing local modes of various strips which occur for frequencies above 500
Hz.. Using stiffeners in order to strengthen the structure and avoid undue vibrations generally modifies
flat plates. Sometimes the behaviour of stiffened plate becomes that of a bare plate at high frequencies [5].
This means that increasing stiffness does not guarantee reduction in radiation efficiency.

3. STATISTICAL ENERGY ANALYSIS MODEL

In order to precisely evaluate the dynamic behaviour and acoustic properties at high frequencies, the space
and frequency averaged responses of energy values are required to be estimated. Statistical Energy Analysis
(SEA) is a method evolved basically to solve such problems.In case of BEM, only first few modes of a plate
appear to involve global behaviour of the structure. At higher frequencies, the mode shapes become
complicated and local motion of stiffeners begins to dominate the modes. Global modes may be considered

Table 1. Corrugated plate parameters used for experimental work.

Plate No. Overall size of corrugated plate Included angle of Thickness of
X × Y × Z (m) attachment attachment (mm)

1 0.48 × 0.3 × 0.0035 Bare plate

2 70° 1.5

3 70° 2

4 70° 3

5 90° 1.5

6 90° 2

7 90° 3

8 120° 1.5

9 120° 2

10 120° 3
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as those in which the energy is distributed over the whole system, involving the motion of the whole plate,
whereas local modes involve motion of one or more members without much motion of the whole plate. The
vibration energy of modified plates is distributed in the global modes of the whole plate and local modes
that are dominated by individual stiffeners. For the present work, a bare plate is stiffened with different
types of stiffeners as shown in Table 1; each stiffener has a different thickness and angle.  There are nine
such combinations of thickness and angles.  The bare plate is designated as number 1 and the stiffened
plates, called as corrugated plates, are designated as shown in Table 1. The photographs of plates 2 and 5
are shown in Fig. 1.

The material properties are: Young’s modulus of 210 GPa, mass density 7850 kg/m3 and Poisson’s ratio
as 0.3.

Fig. 1: Corrugated plates : (a) Plate 2 and (b) Plate 5.

4. SIMULATION OF MODAL DENSITY

Modal density is a very important parameter required to define a subsystem within an SEA model. In
order to represent a corrugated plate using a simple SEA model, it is necessary to determine its modal
density first. For some basic structures such as a rod, a beam or a plate, analytical expressions are available
as given by Lyon [8] and Cremer, Heckl and Ungar [9]. However, for complicated structures like corrugated
plates, there is no theoretical expression available to calculate their modal densities. The modal density of

(a)

(b)
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corrugated plates can be considered as the sum of the modal density of the global and local modes. Details
are presented in [7].

( ) ( ) ( ) modes/radg ln n nω ω ω= + (1)

where ng (w) and n1 (w) represent the modal densities of global and local modes, respectively.

The global modes can be considered on the basis of an equivalent uniform plate. The modal density of
the local modes can be estimated from that of a large plate, having an area equal to the combined area of all
the stiffeners with a number of line constraints applied [7]. It has been shown by Xieet al. [6] that boundary
conditions and intermediate constraints on a plate have systematic effects on the mode count and modal
density of the structures.

The modal densities of corrugated plates are predicted based on equation 1. The simulation results of
modal densities for plates 2-10 are shown in Fig. 2. It can be seen that the modal densities are flat below 800
Hz for all the plates coinciding with those of a bare plate. Depending on the type of stiffener, the modal
densities increase with frequency. For the plates 8 and 9 that have 1200 included angle, the modal densities
are far higher than most of the other plates. It is interesting to note that these plates (8 &  9) turn out to be
those with the least vibration and sound for impulse excitation. For different thickness values of stiffeners,
the separation of modal density occurs at 1600 Hz for plates 2-4, at 1250 Hz for plates 5-7 and at 800 Hz for
plates 8-10.

Fig. 2. Predicted modal densities of corrugated plates

5. EXPERIMENT

A series of plates as described in Table 1 were used for conducting experiments. The experimental
setup is shown in Fig. 3. Each plate was freely suspended by hanging on two hooks and free to respond
without any boundary conditions.  A ball attached to the end of a rod was used to give a standard impulse
input for the plates at their center, by swinging the rod from a specific height.  The impulse excitation
results in vibration in these plates that is radiated as sound.  The experiment was repeated for each plate
and the corresponding space averaged vibration corresponding to 25 locations and the sound pressure
level at a distance of 1.6 m from the plate at a height corresponding to the height of the plate center is
measured. A Pulse Brüel&Kjær FFT analyzerwas used for collecting the data.
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 (a) (b)

Fig. 3. Experimental setup

Fig. 4. Comparison of predicted and experimental modal densities of a bare plate  (Plate-1).

6. COMPARISON OF MODAL DENSITIES

Based on the vibration data of the corrugated plates, by counting the number of resonances within 1/3
octave bands, the modal densities were determined. First, the predicted modal densities are compared
with those of experimental for a bare plate as shown in Fig. 4.

Comparisons are made for all the plates between predicted and experimental modal densities but only
a few cases (a bare plate, plate 6 and plate 9) are discussed here, as the trends are similar for rest of the
plates.

The stiffeners actually form an acoustic cavity and if this acoustic cavity is not accounted for in
determining the modal density, there will be an underestimation of prediction is seen. Fig. 5 shows a
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Fig. 6. Predicted and experimental modal densities; (a) Plate 6 and (b) Plate 9.

Fig. 5 Predicted and experimental modal densi-ties of plate-6

comparison between the predicted and experimental modal densities of plate 6, without accounting for the
acoustic cavity formed by the stiffeners.

Due to the inclusion of acoustic cavities in the SEA model for plate 6 and plate 9, predictions are much
improved for the case of plate 9 rather than plate 6 even at lower frequencies. This is because of major
difference in cavity volumes of these plates. They are shown in Fig. 6.

 (a)

 (b)
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7. SOUND PRESSURE LEVELS

By giving the same impulsive excitation to all the plates, sound pressure levels were measured. The
experiments were repeated for the plates by filling up cavities with foam so the sound generated by the
acoustic cavity doesn't interfere with the sound generated due to vibration of the plates. It is observed that
for all the plates, insertion of foam absorbs acoustic modes contributing in sound radiation. Fig. 7 for plate
10 shows decrease in sound levels due to the presence of foam inside the cavities for all the plates, specifically
at high frequencies. From Fig. 7 it can be seen that acoustic modes are contributing at higher frequencies for
all the plates. Not much advantage of absorbing acoustic modes is found in plate 4 (Fig. 9) as it is little
affected by the cavity as compared to plate 2 (Fig. 8). This is due to the presence of local modes of the
stiffeners getting coupled with the surrounding air, when the thickness is less, i.e. stiffeners of plate 2
become locally flexible sound sources compared to those of plate 4.

Fig. 7. Sound pressure levels due to impulse excitation of plate 10, with and without foam

Fig. 8. Sound pressure levels due to impulse excitation of plate 2, with and without foam
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For plates 8, 9 and 10 (whose sound pressure levels could not be shown here) where the dimensions of
cavities are comparatively larger than the rest of the plates, a wide frequency band of 400 Hz to 8 kHz is
affected by the acoustic modes. For plate 9, the sound level reduces appreciably.

8. CONCLUSIONS

Flat plates were modified for the purpose of studying the effect of stiffening the plate on sound radiation.
The effects of modifications on sound radiated by flat plates are predicted and verified by conducting
experiments.

Modal densities are very important parameters of SEA and are therefore predicted and verified with
experimentation. It has been shown that plates with the largest modal density radiate much less sound.

Since sound radiation occurs in a wide range of frequencies, it is important to determine the effect of
stiffeners at frequencies below 300 Hz.  In addition, stiffeners will also affect transmission loss.  These
results will be presented at the conference. Low frequency studies using BEM and determination of
transmission loss of the stiffened plates will be taken up next.
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ABSTRACT

Ultra Low Frequency (ULF) underwater waves can travel great distance and are generally used in
sonar or oceanography. To generate these waves, underwater transducers, utilized in the 10-400
Hz frequency range, have radiating surfaces whose dimensions are small with respect to the acoustic
wavelength. To radiate a high acoustic power with a monopolar ULF transducer, a large volume
velocity is required to counterbalance the low radiation resistance. Large volume displacement is
generally difficult to obtain using common transduction mechanisms and under the constraint of
getting a compact device. Three transduction technologies are available to realize compact high
power ULF transducers: hydroacoustic, electromagnetic and active material-based. In the latter
case, piezoelectric ceramics and magnetostrictive rare-earth alloys are often associated to flexural
vibration such as found in flextensional transducers. Compared to these materials, piezoelectric
single crystals which exhibit lower stiffnesses and produce higher strains together with higher
energy densities, are potential active materials for future ULF underwater transducers. When dealing
with high power, projectors are often evaluated using two figures of merit relative to their total
volume or total mass. However, scaling down transducers from few kHz to ultra-low frequency
range leads to projectors exhibiting gigantic size and huge power that cannot be reasonably
considered by designers. Thus, to identify and evaluate the effective frequency range of a projector
technology, it is necessary to express the acoustic radiated power at resonance frequency for families
of projectors using homothetic transformations. In this study, acoustic radiated power is obtained
by homothetic transformation and represented versus frequency in a log-log scale. Sets of parallel
lines corresponding to the optimized solution for given total mass and projector technology are
drawn. These graphs produce a global evaluation of existing ULF sources technologies in terms of
acoustic power, resonance frequency, and total mass. They can provide a quick evaluation of
potential improvement brought by new projector technologies and new active materials on ULF
source performance according to these three criteria. In this work, ULF transducers are analyzed in
terms of their working frequencies, acoustic powers and total masses. Thirty-two ULF underwater
projectors build over the last 25 years are considered. For single crystal transducers, prototypes
working at higher frequencies as well as transducers modelled with finite element method are
taken into account. Using these data and classical scaling laws, abacuses displaying acoustic power-
frequency curves for given masses are constructed for each technology. They show that single
crystals transducers at the cost of high price may provide more compact solutions than current
ULF projectors with identical radiated power and frequency.
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1. INTRODUCTION

Ultra-Low Frequency (ULF) underwater projectors, used for sonar or oceanography in the 10-400 Hz
frequency range, have usually radiating surfaces the dimensions of which are small with respect to the
acoustic wavelength [1, 2]. To radiate a high acoustic power with a monopolar ULF transducer, a large
volume velocity is required to counterbalance the low radiation resistance. Three transduction technologies
are currently used to realize compact high power ULF transducers: hydroacoustic, electromagnetic and
active material-based. In the latter case, piezoelectric ceramics and magnetostrictive rare-earth alloys are
often associated to flexural vibration such as found in flextensional transducers. Compared to these materials,
piezoelectric single crystals which exhibit lower stiffnesses and produce higher strains together with higher
energy densities [3] are potential active materials for future ULF underwater projectors. The objective of
this work is twofold:

1. To produce a global evaluation of each existing ULF source technology in term of source level and
frequency;

2. To identify the improvement which could be brought by single crystal ULF sources.

A simple theoretical analysis of ULF sources is provided in section I to describe source level versus
frequency. In section II, collected data concerning existing ULF sources are used to produce power versus
frequency charts for each technology. Finally, available data on single crystal materials and transducers are
extrapolated to evaluate the expected performance of single crystal ULF underwater sources.

2. GENERAL STYLE PARAMETERS

High power projectors are often evaluated using two figures of merit [4] relative to the total volume

( )0 0/V r mFOM P V f Q= ( 1 )

or to the total mass

( )0 0/M r mFOM P M f Q= (2)

where V0, M0, fr¸ P0 and Qm are respectively projector total volume, total mass, resonance frequency, radiated
acoustic power at resonance frequency and quality factor. These figures are unchanged when the projector
is scaled by a factor a leading to a total volume or mass scaled in α3, an acoustic power scaled in α2 (assuming
that the driving field is kept constant), a resonance frequency scaled in α–1, and a unchanged quality factor
[1]. As stated by Woollett in [1], scaling down transducers from few kHz to ultra-low frequency leads to
projectors exhibiting gigantic size and huge power which are never considered by designers. Thus, to
identify the effective frequency range of a projector technology, it is necessary to express the acoustic
radiated power at resonance for a family of projectors generated by a homothetic transformation. Let us
consider a projector with the following characteristics: total volume V0 and mass M0, resonance frequency
fr, quality factor Qm and peak quasi-static strain S. Assuming that the projector is a monopole radiator at
ultra-low frequency, the acoustic radiated power is written as [1, 2, 4]:

( )
0

2 2
0 0 0 r

P c Q f= πρ (3)

where r0 and c0 are the density of water and the sound speed in water respectively.

0 2n r nQ A v A f u= = π (4)

is the source volume velocity with A, vn and un being radiating surface area, normal velocity and normal
displacement respectively. un can be related to peak quasi-static strain by introducing a nondimensional
coefficient denoted β which depends upon projector geometry :

( )0 mnu S V A Q= β (5)

By combining equations (3) to (5), an expression for acoustic radiated power is obtained :
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( )2 2 2 2 2 4
0 0 0 04

m r
P c S V Q f= π β ρ (6)

V0 can be replaced by M0/ρav in equation (6), where ρav is the average projector density is order to obtain an
equation depending upon total mass rather than total volume. All terms appearing in the right-hand side
term of equation (6), V0 and fr excepted, are unchanged when an homothetic transformation is applied.
Thus, acoustic radiated power obtained by homothetic transformation will be represented versus frequency
in a log-log scale by a set of parallel lines of slope equal to 4, each line corresponding to given total mass.
The exact position of this set of lines is determined by the parameters β, S and Qm which are not modified
by the homothetic transformation.

3. EVALUATION OF CURRENT ULTRA-LOW FREQUENCY SOURCE TECHNOLOGIES

Twenty-three ULF underwater projectors build during the last 25 years are considered [5]. They rely upon
different transduction mechanisms: hydroacoustic conversion (5 projectors), variable reluctance (6) or
piezoelectricity (12). For each projector, experimental values of M0, fr¸ P0 and Qm are firstly used to extrapolate
the resonance frequencies and acoustic powers that would be obtained for total masses of 100, 200, 500 and
1000 kg after homothetic transformation. Then, for each given transduction mechanism, all extrapolated
data are reported on the same acoustic power versus resonance frequency chart. Finally, power-frequency
lines connecting the “best” extrapolated projectors at constant mass are drawn and compared to theoretical
solution given by equation (6).

The obtained charts are given in Figures 1 to 3. Hydroacoustic (Fig. 1) and piezoelectric projectors
(Fig. 3) display (dashed) lines at constant mass for “best” projectors with respective slopes equal to 4.04
and 4.61, close to the theoretical value of 4 given by equation (6). For variable reluctance projectors (Fig. 2),
the extrapolated slope is equal to 2.33. This discrepancy could be due to the limited number of projectors
which exhibit a broad variation of quality factors (from 10 to 23). “Best” solutions at constant mass for each
transduction mechanism can be reported in a global chart to give a view of the power-frequency lines in the
whole ranges of powers and (ultra-low) frequencies (Fig. 4). With this chart, preferred transduction
mechanism and required projector mass can be rapidly evaluated for given resonance frequency and acoustic
power.

Fig. 1. Power-frequency curves of ULF hydroacoustic projectors. Triangles correspond
to experimental values of fabricated projectors. Full lines connect data extrapolated from the
same fabricated projector (masses of 100, 200, 500 and 1000 kg). Dashed lines connect “best”

extrapolated projectors with identical masses.
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Fig. 2. Power-frequency curves of ULF variable reluctance projectors. Triangles correspond to
experimental value of fabricated projectors. Full lines connect data extrapolated from the

same fabricated projector (masses of 100, 200, 500 and 1000 kg). Dashed lines connect “best”
extrapolated projectors with identical masses (projector with highest acoustic power is not

considered because it displays very high quality factor).

Fig. 3. Power-frequency curves of ULF piezoelectric projectors. Triangles correspond to
experimental value of fabricated projectors. Full lines connect data extrapolated from the

same fabricated projector (masses of 100, 200, 500 and 1000 kg). Dashed lines connect “best”
extrapolated projectors with identical masses.
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Fig. 4. Power-frequency curves displaying the optimal characteristics of hydroacoustic (blue curves),
variable reluctance (red curves) and piezoelectric projectors (brown curves) for masses ranging

from 100 to 1000 kgs. Extrapolated characteristics of PMN-PT projectors are denoted by green squares
(flexural disc displays lower frequencies and powers than the array of cymbal transducers).

4. EVALUATION OF SINGLE-CRYSTAL ULF SOURCES

With PMN-PT single crystal materials, quasi-static peak strain can be increased by a factor of 12 and Young’s
modulus reduced by a factor of 3,7 with respect to Navy III type PZT ceramic [3]. No realization of single
crystal projector is reported yet in the ultra-low frequency range. Two single-crystal transducers working
at higher frequencies are therefore considered: an array of cymbal transducers [6] and a flexural disc [7].
The procedure described previously is applied to extrapolate by homothetic transformation, acoustic power
and frequency of single crystal transducers with mass ranging between 100 and 1000 kgs. These data are
reported in Fig. 4. Acoustic power is increased a factor of 4,5 compared to PZT projectors for identical
resonance frequencies and mass. The design of these transducers is clearly not optimized for ultra-low
frequencies considering that quasi-static mechanical energy stored in the active material is increased by a
factor 38 between PZT and PMN-PT single-crystal [3]. Higher power should be obtained with single crystal
flextensional transducers.
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ABSTRACT

Several micropollutants of water, suspected to interfere with hormone action, present endocrine
disrupting effect (EDE) in aquatic organisms and micro-organisms

Bisphenol A (BPA), an organic compound largely used in the plastic industry as a monomer for
production of epoxy resins and polycarbonate, is a xenobiotic that can be released in the environment
from bottles, packaging, landfill leachates, paper, and plastics plants. This compound disturbs the
behavior of aquatic life by EDE at low level concentrations. To some extent, BPA can be eliminated
through usual physical, chemical, or biological treatments. Nevertheless, because of its estrogenic
action, and the fact that chlorination disinfection processes can lead to products with higher EDE
and/or toxicity, BPA should be completely removed from wastewater and water sources.
Physicochemical methods, based on the production and use of hydroxyl radical called advanced
oxidation processes (AOPs) (e.g., H2O2 + UV, UV + O3, H2O2 + O3, TiO2

photocalalysis, Fenton’s reagent, photo-Fenton), have been successfully tested for elimination of
organic pollutants of waters.
Since 1962 it has been recognized that the propagation of an ultrasonic wave (20 kHz-1 MHz) can
be used to eliminate organic pollutants from water.
Centered on kinetics data and chemical pathways of BPA elimination, the presentation provides
description and analysis of the principles of sonochemistry that are involved in the process and
connect ultrasound action with AOPs.
Application of the technology requires optimization of the process and cost estimation.
In this purpose, the parameters that affect the sonochemical kinetics and yields of BPA elimination
in natural water include pH, frequency, nature of dissolved gases, presence of inorganic salts and
organic matter are discussed and evaluated.
Ultrasound alone does not conduct to complete BPA mineralization. The method generates often
secondary products that are not significantly eliminates and can exhibit some hazardous character.
Taking advantage of hydrogen peroxide production that goes with ultrasonic cavitation and organic
matter oxidation in oxygenated water, complete mineralization can be achieved by combination of
ultrasound action and AOPs.
Investigation on the hybrid technologies: -Ultrasound/UV radiation; -Ultrasound/Fe(II);
Ultrasound/Fe(II)/UV radiation; -Ultrasound/photocatalyst/UV radiation: -Ultrasound/

© 2015 Acoustical Society of India
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photocatalyst/solar light, evidence the great advantage of these combinations that conduct to fast
mineralization and reduce the water remediation cost.

1. INTRODUCTION

Human activity disperses in the environment a large amount of organic compounds that alter aquatic life
and water resource.  One of these compounds, Bisphenol A (BPA) used in industry for the production of
epoxy resins and polycarbonate exhibits endocrine disrupting properties.  BPA released in the environment
from bottles, landfill leachates, plastic plant… induces for example gonadal ontogeny of fishes, even at low
dose exposure. BPA is one of the most important xenobiotic substances that present adverse effects on
human health and wildlife [1-2].

Because of the oestrogenic action occurring at very low concentrations, BPA has to be completely
removed from waste water and drinking water. This elimination cannot be achieved using usual physical,
chemical and biological treatments.

In the recent years, there is an increase interest in the used of technics named Advanced Oxidative
Processes (AOPs) for an overall removal of micro pollutants from water [3].  AOPs are based on the
production and use of hydroxyl radical: °OH. This very reactive entity reacts with organic compounds
with high rate constant (106 to 109 mol L–1 s–1) conducting to the complete mineralization of the undesirable
and hazardous structures [4].

Propagation of an ultrasonic wave in water can induce the formation of °OH. Hydroxyl radical generation
does not result from a direct interaction of the wave with matter. They are produced during the phenomenon
of acoustic cavitation that is caused, in water, by periodic variation of the pressure wave. Upon pressure
change, the cavitation bubble that contained vaporized water and dissolved gas, pulsates and can collapse
in a very short period of time (less than 10–5s). In such condition, compression occurs mostly in an adiabatic
manner conducting to a residual “hot spot” characterized by high temperature and high pressure: 3000°K,
300 atm. As consequence of these extreme conditions, molecule of water and oxygen dissociates, releasing
°OH in the bulk (reactions 1-3) [5-6].

-1 H-O-H  →  H + °OH
-2 O=O  →  2O
-3 O + H-O-H  →  2°OH

The use of ultrasound for treatment of water has gained great interest in recent year. No organic
compounds have been found resistant to ultrasound action [7-8]. This document focuses on main parameters
that affect the sonochemical kinetics and yields of BPA elimination in deionized and natural waters. Emphasis
is given to practical aspects and to presentation of the hybrid processes that combine ultrasound action
with other AOPs.

2. EXPERIMENTAL PART

Experiments were conducted in a 500 mL cylindrical water-jacketed glass reactor containing BPA dissolved
in water. Ultrasonic wave were emitted from the bottom of the reactor through a piezo-electric disc with a
diameter of 4 cm fixed on a Pyrex plate. Ultrasonic energy dissipated in the reactor was estimated using the
calorimetric method.

• Quantitative analysis of BPA was done by HPLC using a Waters 590 instrument with a Supelcosil
LC-18 column (250 × 4.6 cm, 5 mM) and a tunable UV detector set at 190 nm.

• The organic compound mineralization: Total Organic Carbon (TOC) removal was followed in a
LABTOC analyzer using a solution of potassium phthalate as the calibration standard.

• Hydrogen peroxide concentration was determined iodometrically.
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3. RESULTS AND DISCUSSION

3.1 Characteristic of BPA sonochemical degradation

Treatment of an aerated BPA solution by an ultrasonic wave conducts to the reduction of the initial
concentration. The BPA concentration decreases exponentially with time following an apparent first-order
kinetic (Figure 1). Degradation products that are detected in the first instant of the treatment are hydroxylated
products that evidences clearly the °OH involvement (Reaction 4). It has to be observed that the ultrasonic
application results also in a concurrent formation of hydrogen peroxide. This hydrogen peroxide is produced
at a lower rate than for an aerated solution that does not contain BPA because presence of BPA at the
interface of the bubble competes with H2O2 formation (Reaction 5) [9].

Fig. 1. BPA degradation and hydrogen peroxide formation for aerated water. BPA concentration:
118 mM. Ultrasonic frequency: 300 kHz. Ultrasonic power: 80 W. Volume: 300 mL.

Temperature: 20°C. (Adapted from ref. 9)

3.2 Parameters affecting the sonochemical yields

The yield of processes involving the use of ultrasound depends of several parameters: -amplitude of the
wave, -temperature, -vapour pressure and viscosity of the liquid that is treated, -temperature, -presence of
saturating gases, frequency of the wave…

In the case of water treatment it has been clearly evidenced from several works that frequency and
dissolved gases are key parameters for the process

-5 °OH + °OH � H-O-O-H
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3.2.1 Effect of the frequency

In sonochemistry of water, frequency was found as a critical parameter. The use of frequency under 60 kHz
appears of very limited efficiency for °OH and hydrogen peroxide production, better yields being obtained
in the range 200 – 800 kHz. [10].

In the case of BPA water solution the investigation conducted at four frequencies: 300, 500, 600, 800
kHz displays the best yield for the lowest frequency. Frequency can affect cavitation in different ways: -
modifying the number and the size of the bubbles, - changing the duration and the final step temperature
of the collapse. Best result observed at 300 kHz could be attributed to better release of °OH at this frequency
[11].

3.2.2 Effect of saturating gases

It is well established that cavitation threshold and number of cavitation bubbles depend of amount of
dissolved gasses in the liquid. On other hand, polytropic ratio of the gas (Cp/Cv) that affects temperature
of the collapse has great importance in °OH generation. It is quite unrealistic to envisage saturation of the
water by other gas than air or oxygen.

In this way oxygen reveals great superiority when it is compared to atmospheric air for the following
reasons :

• Presence of nitrogen in air induces release of nitrate and nitrite ions, harmful chemical compounds
for drinking water and water resource [9].

• Rate of °OH production, most of the time, is found higher for oxygen saturated water than when
air is used [12].

• In the bulk, oxygen reacts at high rate with organic radicals, enhancing hydrogen peroxide
generation.

3.3 Hybrid processes for BPA degradation

From a general point of view, ultrasound conducts to rather fast elimination of organic pollutants but
mineralization of organic matter, the complete elimination of the pollutants and the by-products cannot be
obtained (transformation of organic into carbon dioxide).

Mineralization can be obtained in different ways, combining ultrasound action with use of other AOPs.

3.3.1 Combination of ultrasound and UV or solar source

In part 3.1, it has been underlined that hydrogen peroxide production occurs during the course of
sonochemical BPA elimination. This hydrogen peroxide would be the source of additional °OH upon UV
light irradiation with an expected increase of BPA degradation rate.
UV irradiation of H2O2 solution with a light source at wavelength under 254 nm conducts directly to °OH
generation (reaction 6) [13].

-6 H2O2 + hν(254 nm) � 2 °OH

This supplementary °OH formation occurs in the bulk and does not increase rate of BPA elimination at
the interface of the bubble, but it reacts with by-products, hence it amplifies mineralization of organic
matter.

Intensification of the mineralization can be obtained with addition of Fe(II) or Fe(III).

In a dark process, the Fenton’s reaction, Fe(II) decomposes H2O2 in °OH and –OH with Fe(III) formation
(reaction 7).

-7 Fe2+ + H-O-O-H  �  Fe3+ + °OH + -OH
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Fenton’s process can be improved by artificial or solar irradiation in a photo-assisted Fenton reaction,
or “photo-Fenton” . This enhancement results from H2O2 photodecomposition and the photolysis of Fe(III)
hydroxide [Fe(OH)2+]  that produces additional °OH and regenerates Fe(II) (reactions 7-9) [12].

-8 Fe3+ + -OH  � Fe(OH)2+

-9 Fe(OH)2+ + hν  �  Fe2+ + °OH

This additional Fe(II) restoration in the Fenton reaction ensures an additional source of °OH and a fast
consummation of H2O2 resulting from the ultrasonic action [14].

Comparison of  electrical energy cost in the case of Bisphenol A mineralization over ultrasound and the
three hybrid  processes: ultrasound/UV, ultrasound/Fenton, and ultrasound/photo(UV)-Fenton. The results
of this cost comparison support the great advantage of the process combining ultrasound/photo-Fenton
for BPA treatment (Table 1).

Process Power,W Time, min TOC,% removed Energy
costKWh m-3

UV (254 nm) 25 600 Less than 60%
Ultrasound (300 kHz) 80 600 Less than 60%
Ultrasound/UV 105 300 66 6010
Ultrasound/Fe(II) 80 600 64 3735
Ultrasound/Fe(II)/UV 105 120 79 1033

Table 1: Electric energy cost estimation for bisphenol A mineralization in different hybrid AOPs
(BPA concentration 118 mmol L-1; volume treated 300 mL)

3.3.2 Ultrasound and photocatalysis combination

TiO2 photocatalysis is an AOP that currently receives a great deal of attention as a means for water
remediation . In the process, irradiation with light (l < 400 nm) transfers an electron from the TiO2 valence
band to the conduction band with the generation of an electron-hole pair (reaction 10).

Adsorbed water molecules and surface bound hydroxide species may be oxidized to form the °OH
radical (reaction 11)

-10 TiO2 + hν (λ< 400 nm)  � TiO2 (h+ + e–)

-11 TiO2(h+) + H2O / HO-  �  °OH + H+  + TiO2

Addition of TiO2 powder to a sonochemical reactor (300 kHz) illuminated with simulated solar light
has demonstrated that BPA removal from a polluted water can be achieved with greater efficiency than
that can be obtained with the separated AOP [15].

Improvement in photocatalyst activity can result from mechanical coming from ultrasound action.
Cavitation should enhance the photocatalytic system performance through high-speed displacement and
the collision of particles that increase deaggregation and mass transfer at the catalyst surface. In addition,
collisions also lead to the structural modification of the surface, creating oxygen defects that would render
the surface more active [16].

4. CONCLUSION

The use of ultrasonic cavitation for EDC elimination is a simple technique requiring only electrical energy.
However, good practice requires knowledge in the basic principles and parameters governing the goal
required. Attention must be taken to the frequency of the wave that is important for the disposal of hydroxyl
radicals in water.
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If the application of ultrasound alone for BPA mineralization water can be considered expensive, the
combined process have to be chosen for economic viability in regard to other AOPs under development.
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ABSTRACT

Speech technology has demonstrated impressive applications such as low bit-rate speech coding,
text-to-speech-synthesis, automatic speech recognition and speaker recognition etc. Such
technological applications rely on speech analysis which in turn is based on a model for speech
production. A success in these applications gives rise to an impression that we have a scientifically
sound model for speech production. In this paper we review the articulatory-acoustics and the
source-filter models of speech production and show that there exist gaps in our present knowledge.
We propose a holistic approach of speech signal analysis for future research.

1. INTRODUCTION

Speech production may be modeled at various levels, ranging from the mental to the cognitive to the
neuro-physiological to the physiological to the physical. At the physical or peripheral level, a model of
speech production may be articulatory or acoustic based. The articulatory-acoustic theory of speech
production (AATSP) predicts the transfer function of a passive vocal tract given the articulatory positions.
The source mechanism is modeled separately. The acoustic theory of speech of production (ATSP) proposes
a source-filter model where a speech signal is modeled as the output of a formant filter excited by an
appropriate source signal; For voiced sounds, the source signal happens to be the derivative of glottal
pulses, referred to as voice source. In a linear prediction (LP) model, which is a gross engineering
approximation to the source-filter model, a speech signal is modeled as the output of an all-pole filter
excited either by a quasi-periodic sequence of impulses for voiced sounds and white noise for unvoiced
sounds.

Considering the great success in speech technology areas such as speech coding, text-to-speech synthesis
(TTS), automatic speech recognition and speaker recognition it may appear that we have a complete and
highly successful theory of speech production. But, these technological advances do not imply that we
have a full understanding of speech production or perception. Speech coding is successful since it exploits
perceptual abilities of a human listener. A TTS system based on a parametric model, formant or LP based,
is not natural sounding. Concatenative synthesis is natural sounding but it is difficult to change the speaker's
voice and the intonation is often not natural as spliced segments may belong to different syntactic positions.
The accuracy of an automatic speech or speaker recognition system drops significantly when there is a
change of microphone and/or a change of channel bandwidth. Some believe that these bottle necks may be
overcome by intense data collection and statistical modeling. However, the author believes that it is time to
get back to the basics. Some criticism on the existing approaches of modeling as well as a probable new
approach to study speech signal is presented in this paper.
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2. GAPS IN THE EXISTING MODELS

2.1. Overview

The movement of articulators determines the complex 3-D shape of the vocal tract (VT) which has a distinct
frequency response. But, vocal tract is passive. Acoustic energy has to be supplied to the vocal tract in
order to produce speech sounds. The identification of the two components in speech production, viz., the
vocal tract filter and source is known since 1950s, Dunn, 1950, Stevens et al., 1953. Source-Filter theory
adopts a reductionistic approach which is commonly used in many scientific disciplines and suffers from
the criticism that it does not meet the adage that "the whole is greater than the sum of its parts" [Lerner, 1963].
Source-filter theory tacitly assumes that the source and filter parts can be specified and studied independently
of each other. In fact, most research relating to speech analysis is based on this supposition of independence
of source and filter parts. However, a close look at the mechanism of speech production clearly shows a
strong inter-dependence of these two aspects as will be discussed in Sec.II.3.

There are two popular models for speech production (See Fig. 1) [Flanagan, 1965, 1972; Fant, 1960]:

Fig. 1. Modeling Speech Production

(a) Articulatory-acoustics model: Within the articulatory-acoustics theory, there are two approaches:
(i) the frequency domain approach and (ii) the time domain approach. In both the approaches, the
voice source has to be independently specified. But, the source for the unvoiced and stop sounds
can be derived from the articulatory process itself, if properly handled.

(b) Terminal-analogue or formant based model involves modeling the frequency response or the
transfer function of vocal tract filter by means of formants and anti-formants. The source signal is
specified independently.

2. 2. Articulatory-acoustics

VT has a complex 3-D shape. But, assuming one-dimensional wave propagation, the VT shape is modeled
as a sequence of cylindrical sections of approximately 0.5 cm in length, Fig. 2. The section lengths need not
be equal. Each cylindrical section is represented by its equivalent electrical network, Fig. 3. Some of the
elements in this electrical network are frequency dependent. This is called lumped parameter network or
the transmission line analogue model.
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Fig. 2. From a 3-D VT shape to VT area function

Fig. 3. Electrical analogue equivalent of a single cylindrical section

This electrical analogue has been known sine a long time Dunn, 1950, Stevens et al., 1953. Also, the
inverse filtering technique for estimating the voice source was proposed by Miller in 1959. The early theories
used two or four tube models of the vocal tract for computing the frequency response. Fant, 1960 validated
the articulatory-acoustic theory by a simultaneous recording of cine-radiographic x-ray pictures and also
the speech sounds. Using the x-ray pictures he deduced the vocal tract shape with a spatial resolution of
about 0.5 cm and thus modeled VT as a large number of cylindrical sections instead of the earlier studies of
2 or 4 tube models. He compared the predicted frequency response based on the articulatory-acoustic
theory with the measured short-time spectrum of simultaneously recorded speech sounds. He thus validated
the articulatory-acoustic theory for all the speech sounds. However, he made certain assumptions: (a) He
assumed hard walled vocal tract. The yielding wall vocal tract model was introduced much later,  Sondhi,
1974. (b) He assumed the glottal pulse shape to be constant for voiced speech sounds. But, see
Ananthapadmanabha, 1984. (c) He ignored source-filter interaction [Ananthapadmanabha and Fant, 1982].
Not withstanding these assumptions, his contribution has made a very big impact on the field.
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There are two approaches to compute the transfer function of a given VT shape, ignoring glottal source
and vocal tract coupling effects: (i) the frequency domain approach and (ii) the time domain approach. An
ambitious integrated model [Sondhi and Schroeter, 1987], combining the effects of source and filter, has
also been attempted where at every instant of time the computations are switched from the time to the
frequency domain. The limitations of time and frequency domain approaches are built-into such an integrated
model.

There are certain basic limitations in the existing articulatory-acoustic theory. Both time and frequency
domain approaches assume ‘conservation of mass’ which implies that there is no mean air-flow which in
turn implies that one must be able to speak for any desired duration with a single breath. However, this is
not true. By placing one’s palm in front of the lips for sounds such as ‘oo’ and stops, the presence of the
mean flow can be experienced.

Comments on the frequency domain approach : In the case of an electrical network, since the velocity
of EM wave propagation is extremely high compared to the physical dimensions of an electrical circuit, the
effect of time delay in the propagation of electrical signal within the network may be neglected. But, one
has to look into the effect of a finite velocity of acoustic wave propagation (35 cm per mill-second) in the
equivalent analogue network. It takes about 0.5 ms for the acoustic waves to propagate from the glottis to
the lips, a quantity which is not negligible and is comparable to the duration of a stop burst or the return
phase of a glottal cycle. For example, in the production of a labial stop, the acoustic waves have to propagate
to the glottis and back to the lips which takes about 1 milli-second. Hence at the instant of labial release, the
entire vocal tract does not determine the frequency response of the filter. In fact, within 1 msec, the lips
would have separated further and jaws would have opened. Thus there is a continual variation of the VT
shape. The interplay between the changing VT shape and acoustic wave propagation has not been studied.

FD approach assumes stationarity, which may be acceptable for an isolated steady sound, i.e., when
articulators are not moving. But, in speech production, the articulators are continually moving and during
the production of stops there is a rapid change in the articulatory positions.  The only advantage of the
frequency domain approach is that frequency dependent analogue elements can be accurately represented
and the formant frequencies and their bandwidths as well as anti-formants and their bandwidths can be
estimated.

Comments on the time domain approach :  There are two methods within the time domain approach;
lumped parameter method and lattice filter method.  Time domain methods can not represent the frequency
dependent electrical elements accurately. A lumped parameter method [Ishizaka and Flanagan, 1972]
assumes an appropriate input and computes the output signal response using differential equations for the
‘L’ and ‘C’ elements. This is a standard linear circuit theory approach. In the digital domain, the replacement
of derivatives by difference equations and integrals by trapezoidal rule implies the use of so called bi-linear
transformation. The bi-linear transformation warps the spectrum such that the infinite frequency of the
analog domain coincides with the folding frequency of the digital domain. The electrical elements can be
made time-varying. Both the terms such as Ldi/dt (CdV/dt) as well as idL/dt (VdC/dt) must be included.
The latter term is not included in the existing time domain lumped parameter approach. Any change in the
electrical analogue parameters introduces transients which also have to be dealt with.

The second method in the time domain approach makes use of reflection coefficients. See for example,
Liljencrants, 1985. This approach, called the lattice filter approach, ignores internal losses and assumes all
losses to be only at the source end. Some attempts have been made to approximately model the internal
losses within the paradigm of a lattice filter approach. The frequency dependent acoustic loss elements
cannot be represented accurately. This approach can explicitly handle the acoustic delay between two
sections. But, it demands that all sections be of equal length and that the vocal tract length (VTL) be a
constant and be an integer multiple of the section length. The delay in propagation of the acoustic wave
from one section to the adjacent section is determined by the sampling  interval and the velocity of acoustic
waves. If the section length is made small to improve the spatial resolution, then the sampling frequency
has to be increased there by increasing the number of computations. It is well known that the vocal tract
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length continually changes and is different for different sounds. Example: For vowel /a/, VTL=17 cm, for
vowel /i/, VTL=16 cm and for vowel /u/, VTL=19.5 cm. If we assume a fixed VT length of 17 cm then the
formants of vowel /i/ are scaled up by a factor 16/17 (6%) and the formant frequencies of vowel /u/ are
scaled down by a factor 17/19.5 (15%) resulting in incorrect predictions.

Summary of the gaps in articulatory-acoustics :

All models assume ‘conservation of mass’ and hence an absence of mean air flow.  VT frequency
response at f=0 is assumed to be unity.

Most models ignore the source-filter interaction effect.

Gaps in FD Approach :

1. Effect of finite velocity (35 cm/ms) is ignored.
2. Assumes stationary articulatroy positions

Gaps in TD Approach: Lumped parameter model :

1. Frequency dependent terms are not accurately represented.
2. Effect of time-varying parameters not taken into account.
3. Using differencing in place of derivative introduces spectral warping due to bi-linear transformation.

Gaps in TD Approach: Lattice or reflection coefficient model :

1. Frequency dependent terms are not accurately represented.
2. Assumes the vocal tract length to be a constant for all speech sounds. This introduces errors in the

estimation of formant frequencies.

2.3. Comments on Source-Filter (Terminal analogue) Model

The common assumption in a source-filter model is that the two components are independent of each
other. In this context we present some aspects of the strong mutual dependency of source and filter parts.

Fig. 4. (a) Response of first formant showing the effect of glottal opening. (b) Estimated instantaneous
bandwidth. (c) Estimated instantaneous resonant frequency.
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Fig. 6. A typical source spectrum of a fricative is a broad bandpass filer and not white noise.

The mutual dependence of source and filter is even more explicit in the case of production of fricatives
and stops. It is the specific articulatory configuration and the dynamics of the articulators that at once
determines both the source as well as the filter characteristics. In the case of fricatives, the source is of
bandpass type centered at a very high frequency and with a broad bandwidth and has asymmetric
characteristics with respect to the peak in the spectrum, Stevens, 1998. See Fig. 6. But, linear prediction
theory and most text books and research papers incorrectly describe the source for unvoiced sounds as
white noise. White noise is an approximation to the actual unvoiced source and the frequency response of
a fricative speech segment combines the vocal tract filter response and noise source spectral characteristics.
The two components cannot be easily separated. In the case of production of a stop there are rapidly varying
temporal and spectral features [Stevens, 1998]. Fig. 7.

For example, in the production of vowels, it is well known that the bandwidths and hence the levels of the
first two formants are determined by the area of glottal opening and open quotient [Flanagan, 1965, 1972].
Within a pitch period, due to the source-filter interaction the formant frequency and bandwidth continually
change and hence a resonator or a formant filter model is not accurate [Ananthapadmanabha and Fant,
1982, Ananthapadmanabha, 2012]. See Fig. 4. In the case of a breathy voice, due to sub-glottal coupling,
tracheal pole-zero pairs may be expected even for a vowel sound. During a CV or VC transition, the glottal
abduction affects the formant data and especially the formant bandwidths [Stevens, 1998]. See Fig.5. It is
well known that the intrinsic pitch is higher for of high vowels (/i/, /u/) compared to mid and low vowels.
Perception experiments show that for the same formant data, a change of pitch changes the vowel quality.

Fig. 5. Mutual dependence of vocal tract constriction and glottal abduction resulting in varying formant
bandwidths, formant levels and spectral slope during a CV and VC transition.
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Fig. 7. Rapidly changing temporal and spectral events associated with a stop.

This mutual dependence between the source and VT filter parts can be demonstrated through a simple
experiment of listening only to the source component [Ananthapadmanabha, 1982]. Digitized speech signal
of an utterance is analyzed. The formant data are determined frame-wise and corrected for any formant
tracking errors. The speech signal is then inverse filtered with appropriate interpolation of the frame-wise
formant data to obtain a source signal. Further, a parametric model is fitted to the source signal. The
spectrogram of such a signal is shown in Fig. 8. It may be noticed that there are no traces of formant tracks.

Fig. 8. Spectrogram of only the source component of the utterance ‘speech communication’.
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When one listens to the so called ‘source component only’ one can hear a ‘phonetic message’, especially
when one has an a priori knowledge about the utterance. An audio demonstration will be presented. The
issue here is ‘how come the phonetic message’ is heard when there are no formant tracks? It shows that the
dynamics of source signal components is able to stimulate the appropriate cortical areas and give rise to a
phonetic or linguistic impression.

A corollary to the above experiment is relating to the speaker’s identity. The term perceived ‘voice’ is
often confused with the physical ‘voice source’. After separating the speech signal into source and filter
components, if the voice source (glottal) parameters are kept constant for all the voiced sounds and the
speech signal is re-synthesized, the speaker’s identity is still perceived. An audio demonstration is presented.
This clearly demonstrates that ‘voice’ and ‘voice source’ are distinctly different phenomena.  Voice quality
also carries phonetic message along with it. That is, a speaker’s identity is preserved in the formant tracks
[Laver, 1980]

3. HOLISTIC APPROACH VIA SPEECH ANALYSIS

The author believes that the problem of articulatory-acoustics requires a new approach which is yet to be
formulated. In its absence we can only begin with the speech signal and try to study the mutual dependence
of the so called source and filter parts. For example, Peterson and Barney, 1952 have not only published the
formant data but also the formant levels (indirectly the bandwidths) and F0. We have to study the co-
variation of all the acoustic parameters. In other words we have to study the mutual dependence of the
various parameters. Also, the subtle differences between the digital and analog representations have to be
clearly understood. The digital representation of an analog transfer function often ignores the higher-pole
correction factor and approximates the analog phase response. A complete and satisfactory solution to
speech analysis is also yet to emerge.

4. CONCLUSION

We have presented some gaps in the existing approaches for computing the vocal tract filter response
based on articulatory-acoustics theory. We have demonstrated that there exists a strong mutual dependence
between the source and filter components contrary to the belief that these two components are mutually
independent. We have argued that speech analysis must consider all the relevant parameters together and
study their mutual dependency. Such an experimental study has to be conducted on a large scale, an area
which is wide open.

5. REFERENCES

[1] T.V. ANANTHAPADMANABHA, and G. FANT, 1982. Calculation of true glottal flow and its components,
STL-QPSR 1, pp.1-30. Also Speech Communication, 1, 167-184.

[2] T.V. ANANTHAPADMANABHA, 1982. Intelligibility carried by the source function,  STL-QPSR-4, 49-
64.

[3] T.V. ANANTHAPADMANABHA, 1984. Acoustic analysis of voice source dynamics, STL-QPSR 2-3, 1-
24.

[4] T.V. ANANTHAPADMANABHA, 2012. Aerodynamic and acoustic theory of voice production, in Forensic
Speaker Recognition, Eds. Amy Neustein and Hemant Patil, Springer, NY, 2012. Ch.12.

[5] H.K. DUNN, 1950. The calculation of vowel resonances and an electrical vocal tract, JASA, 22, 740-753.

[6] G. FANT, 1960. Acoustic theory of speech production, Mouton Hague.

[7] J. L. FLANAGAN, 1965, 1972. Speech Analysis, Synthesis and Perception, Springer Verlag, NY First Edn.
1965, Sec. Edn. 1972. Also see Third Edn. Flanagan et al, 2008.

[8] AK. ISHIZ and J.L. FLANAGAN, 1972. Synthesis of voiced sounds from the two mass model of the vocal
cords, BSTJ, 51, 1233-1267.



Gaps in the Acoustic Theory of Speech Production

Journal of Acoustical Society of India 237

[9] J. LAVER, 1908. Phonetic Description of Voice Quality, Cambridge University Press, UK, 1980.

[10] LERNER DANIEL, Editor, 1963. Parts and Wholes Hayden Colloquium on Scientific Method and
Concept, The Free Press of Gelncoe, London. See also: (a) Edward Pucell, Parts and Wholes in Physics.
(b) Ernest Nagel, Wholes, Sums and Organic Unities.

[11] J. LILJENCRANTS, 1985. Speech synthesis with a reflection-type line analog, D.Sc. Thesis, RIT, Stockholm.

[12] R.L. MILLER, 1959. Nature of vocal cord wave, JASA 31, 667-677.

[13] G.E. PETERSON and H.L. BARNEY, 1952. Control methods in a study of vowels, JASA 24, 175-184.

[14] M.M. SONDHI, 1974. Model for wave propagation in a lossy vocal tract, JASA. 55(5), 1070-1075.

[15] M.M. SONDHI and J. SCHROETER, 1987. A hybrid time-frequency domain articulatory speech synthesizer,
IEEE Trans. Ac. Speech and Sig Proc., 35(7), 955-967.

[16] K.N. STEVENS, S. KAOWSKI and G. FANT, 1953. An electrical analog of the vocal tract, JASA., 25(4),
734-742.

[17] K.N. STEVENS, 1998. Acoustic Phonetics, MIT Press, Cambridge.



INFORMATION FOR AUTHORS

ARTICLES
The Journal of Acoustical Society of India (JASI) is a refereed publication published quarterly by the Acoustical Society of India (ASI). 
JASI includes refereed articles, technical notes, letters-to-the-editor, book review and announcements of general interest to readers.

    Articles may be theoretical or experimental in nature. But those which combine theoretical and experimental approaches to solve 
acoustics problems are particularly welcome. Technical notes, letters-to-the-editor and announcements may also be submitted. 
Articles must not have been published previously in other engineering or scientific journals. Articles in the following are particularly 
encouraged: applied acoustics, acoustical materials, active noise & vibration control, bioacoustics, communication acoustics including 
speech, computational acoustics, electro-acoustics and audio engineering, environmental acoustics, musical acoustics, non-linear 
acoustics, noise, physical acoustics, physiological and psychological acoustics, quieter technologies, room and building acoustics, 
structural acoustics and vibration, ultrasonics, underwater acoustics.

    Authors whose articles are accepted for publication must transfer copyright of their articles to the ASI. This transfer involves 
publication only and does not in any way alter the author's traditional right regarding his/her articles.

PREPARATION OF MANUSCRIPTS
All manuscripts are refereed by at least two referees and are reviewed by the Publication Committee (all editors) before acceptance. 
Manuscripts of articles and technical notes should be submitted for review electronically to the Chief Editor by e-mail or by express 
mail on a disc. JASI maintains a high standard in the reviewing process and only accept papers of high quality. On acceptance, revised 
articles of all authors should be submitted to the Chief Editor by e-mail or by express mail.
    Text of the manuscript should be double-spaced on A4 size paper, subdivided by main headings-typed in upper and lower case flush 
centre, with one line of space above and below and sub-headings within a section-typed in upper and lower case understood, flush left, 
followed by a period. Sub-sub headings should be italic. Articles should be written so that readers in different fields of acoustics can 
understand them easily. Manuscripts are only published if not normally exceeding twenty double-spaced text pages. If figures and 
illustrations are included then normally they should be restricted to no more than twelve-fifteen.
     The first page of manuscripts should include on separate lines, the title of article, the names, of authors, affiliations and mailing 
addresses of authors in upper and lowers case.  Do not include the author's title, position or degrees. Give an adequate post office 
address including pin or other postal code and the name of the city. An abstract of not more than 200 words should be included with 
each article. References should be numbered consecutively throughout the article with the number appearing as a superscript at the 
end of the sentence unless such placement causes ambiguity. The references should be grouped together, double spaced at the end of 
the article on a separate page. Footnotes are discouraged. Abbreviations and special terms must be defined if used.

EQUATIONS
Mathematical expressions should be typewritten as completely as possible. Equation should be numbered consecutively throughout 
the body of the article at the right hand margin in parentheses. Use letters and numbers for any equations in an appendix:  Appendix A: 
(A1, (A2), etc. Equation numbers in the running text should be enclosed in parentheses, i.e., Eq. (1), Eqs. (1a) and (2a). Figures should be 
referred to as Fig. 1, Fig. 2, etc. Reference to table is in full: Table 1, Table 2, etc. Metric units should be used: the preferred from of metric 
unit is the System International (SI).

REFERENCES
The order and style of information differs slightly between periodical and book references and between published and unpublished 
references, depending on the available publication entries. A few examples are shown below.

Periodicals:
[1] S.R. Pride and M.W. Haartsen, 1996. Electroseismic wave properties, J. Acoust. Soc. Am., 100 (3), 1301-1315.
[2] S.-H. Kim and I. Lee, 1996. Aeroelastic analysis of a flexible airfoil with free play non-linearity, J. Sound Vib., 193 (4), 823-846.

Books:
[1] E.S. Skudzryk, 1968. Simple and Comlex Vibratory Systems, the Pennsylvania State University Press, London.
[2] E.H. Dowell, 1975. Aeroelasticity of plates and shells, Nordhoff, Leyden.

Others:
[1] J.N. Yang and A. Akbarpour, 1987. Technical Report NCEER-87-0007, Instantaneous Optimal Control Law For Tall 

Buildings Under Seismic Excitations.

SUMISSIONS

SUMISSION OF ACCEPTED MANUSCRIPT
On acceptance, revised articles should be submitted in electronic form to the JASI Chief Editor (bishwajit@nio.org)

All materials from authors should be submitted in electronic form to the JASI Chief Editor: 
Oceanography, Dona Paula, Goa-403 004,  Tel: +91.832.2450.318, Fax: +91.832.2450.602,(e-mail: bishwajit@nio.org) For the item to be 
published in a given issue of a journal, the manuscript must reach the Chief Editor at least twelve week before the publication date.

B. Chakraborty, CSIR - National Institute of 




