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ABSTRACT

Stealth technology plays a vital role for the underwater radiated noise. Machinery, flow and propeller
noises are the major sources for the radiated noise. Machinery vibrations are transmitted to the
hull through the foundations. Hence foundations are to be designed optimally to reduce the vibration
transmission thereby leading to lesser underwater radiated noise. The purpose of this study is to
optimize the thickness values of the elements of a Marine engine foundation based on the defined
objectives and constraints. The study involves free-size optimization (thickness optimization) of
an engine foundation with an objective of minimizing weight with a specified stress constraint.
Initially, solid model of existing foundation is generated using CATIA software and static analysis
is carried out to find the static strength and deformation of existing engine foundation. Finite element
analysis is carried out using Ansys software. Altair Optistruct is used for free-size optimization of
the structure with specified constraints and objective function. The free-size optimization would
provide basis to make necessary design modifications so as to minimize the weight and stress in
foundation. Subsequently, static analysis is performed on modified design of foundation to find
the static strength and deformation. Ultimately, the study will be utilized for noise reduction with
optimal foundation.

1. INTRODUCTION

Naval Stealth plays significant role in warfare today. Underwater radiated noise is thus an important aspect
to be considered in naval stealth studies. This needs in turn vibration reduction from ship structures such
as marine engine foundations. Hence, structural optimisation of these foundations is useful for achieving
acoustic stealth of ships. Structural optimization has drawn the attention of many researchers for a few
decades. Mathematical programming methods used in structural optimization are generally based on two
categories. First catagory is based on gradient methods which normally use objective function, derivatives
of objective function and constraint functions. The other catagory based on non-gradient methods which
use only objective function and constraint functions. A gradient-based method is expected to be more
efficient since it requires more information in each analysis. Therefore it needs fewer iterations of structural
analysis. Research in structural optimization may be categorized into three main areas namely shape
optimization, thickness optimization and topology optimization. Free-size optimization in OptiStruct
optimizes the thickness of every element in the design space to generate an optimized thickness distribution
in the structure, for the given objective under given constraints. In this paper, study on Free-size optimization
of the reference base frame is for given loads with an objective of minimizing weights is discussed.

© 2016 Acoustical Society of India
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Zienkiewicz and Campbell [1] discussed the problem of finding the optimum shape of two-dimensional
structures known as shape optimization. Chang and Lee et al. [2] verified the structural analysis methodology
of compressor bracket for the topology optimization with static and dynamic loading condition. The objective
function used for the topology optimization was to minimize combined compliance and the constraint was
the first natural frequency over 250 Hz. Since then several researchers have contributed in this area such as
Choi and Haug [3], Haftka and Grandhi [4] and Lam et al. [5] who applied general methods to obtain the
optimum structure by varying the shape of an initial structure. In sizing optimisation problems, design
variables are cross-sectional areas (beams and trusses) or the thicknesses (plate and shell structures) while
the geometric shape of structures remains unchanged. Sang et al. [6] proposed nonlinear Response
Optimization using Equivalent Loads (NROEL) for nonlinear response structural optimization. A nonlinear
response optimization problem is converted to linear response optimization with equivalent loads. The
modified NROEL is verified through three examples with contact conditions for shape optimization with
stress constraints, size optimization with stress/displacement constraints and topology optimization.
Reasonable results are obtained in the optimization process. Lim et al. [7] developed a new structural design
technology to build a new type of land vehicle in military use. A two-stage design process is proposed
employing topology and cross section optimization methods. Overall frame arrangement of the new vehicle
structure is obtained by the topology optimization in the first design stage and the detailed dimensions of
the frames are obtained by the cross section optimization in the second design stage.

From literature study, it is understood that it is possible to reduce weight of by modification of baseline
design using free size structural optimization. The OptiStruct algorithm alters the material distribution of
the structure to optimize it for the user defined objective under the given constraints. The free-size
optimization in OptiStruct deals with the element thicknesses of the structure within a given design space.
It optimizes the thickness values of the elements of a structure based on the user defined objectives and
constraints [8].

2. MODELING OF EXISTING MARINE ENGINE FOUNDATION

The dimensions of the existing marine engine foundation are obtained through reverse engineering method.
Co-ordinate Measuring Machine (CMM) is used to obtain the exact dimensions of the marine engine
foundation. This machine with FARO's Laser Line Probe (LLP) scanning attachment fully integrates with
7-axes measurement arm system, transforming it into the Laser Scan Arm. Unlike other systems,
measurements can be carried out with or without direct contact with the object ensuring uninterrupted
workflow - eliminating the need for software or hardware adjustments. The Laser Scan Arm is perfectly
suited for CAD comparison and reverse engineering. This is directly coupled to data acquisition system to

Fig. 1. Solid model of baseline Marine engine foundation generated in CATIA
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store the all dimensions and also uses in built software in the data acquisition system to generate solid
model. Solid model is generated in CATIA. Fig. 1 shows the solid model of baseline marine engine foundation
generated. With the density specified, the overall mass of marine engine foundation in finite element model
is 790.5 kg, which compares closely with the measured 787.5 kg of the actual marine engine foundation.

3. FREE SIZE OPTIMIZATION

The free-size optimization in OptiStruct deals with the element thicknesses of the structure within a given
design space. It optimizes the thickness values of the elements of a structure based on the user defined
objectives and constraints. The geometric surface model of the baseline marine engine foundation is modeled
using Computer-Aided Engineering software CATIA V5. These surfaces are generated in the "wire frame
and surface" module in CATIA. This geometric model is imported into HyperWorks to generate the Finite
Element Model for free size optimization.

The original geometry of the baseline marine engine foundation has many ribs, bosses, fillets and many
curved surfaces. The primary fillets, bosses and ribs are generated in the CAD model whenever necessary.
The approximate dimensions of the base frame were measured with respect to a reference point. The key
dimensions for generating the required curves were also measured using co-ordinate measuring machine.
For generating the curved surfaces, these key dimensions are used to generate curves in the "sketcher"
module. The final surface model marine engine foundation is shown in Fig. 2.

Fig. 2. Surface model of baseline marine engine foundation for free size optimization

The surfaces of the geometric model are meshed in HyperMesh using shell elements of size 15. Four
node quadrilateral elements of type CQUAD4 are used to generate the Finite Element mesh of the geometric
model. Triangular elements of type CTRIA3 are also present in the mesh. The elements are "cleaned" in
order to produce a high quality mesh and the mesh is checked for equivalence and other quality checks like
warpage, aspect ratio and skewness. A total of 34, 151 nodes and 33,344 elements are present in the Finite
element mesh of the geometric surface model. With the density specified, the overall mass of existing
marine engine foundation in finite element model is 790.5 kg, which compares closely with the measured
787.5 kg of the physical reference marine engine foundation. Fig. 3 shows the finite element meshed model
of baseline marine engine foundation used for free size optimization respectively.

Free-size optimization in OptiStruct optimizes the thickness of every element in the design space to
generate an optimized thickness distribution in the structure, for the given objective under given constraints.
Free-size optimization of the reference base frame is done for all the load cases discussed earlier with an
objective of minimizing weight. Fig. 4 shows the finite element model of baseline marine engine foundation.
For all sub-cases, loads are defined as  31,000 N on engine side and 39,600 N on alternator side and fixed
boundary condition is applied on bottom surface of the base frame.
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Fig. 3. Meshed surface model of baseline marine engine foundation for free size optimization

Fig. 4. Finite element model of baseline marine engine foundation for free size optimization

4. RESULTS AND DISCUSSION

Fig. 5 and Fig. 6 shows the contour of total displacement and Von-Mises stresses on surface model of
baseline marine engine foundation before free size optimization respectively. From these figures it is observed
that the maximum displacement is 0.74 mm and maximum Von-Mises stress is 107.7N/mm 2. The design
variable for free-size optimization is the thickness of the shell elements on the surfaces. Thickness is allowed
to vary between 3 mm and 20 mm. The lower bound for the thickness is given as 3 mm, which is the
smallest thickness that can withstand the given direct loads. The upper bound for the thickness is the
thickness of the reference base frame, 20 mm. A stress constraint is applied on the optimization problem
such that the stress in the base frame should not exceed the Yield Strength, which is 60 MPa. OptiStruct
ignores any artificial stress concentrations present in the structure within a preset tolerance. In this study a
displacement constraint is also used to constrain the top most node on the reference frame not to deflect
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Fig. 5. Contour of total displacement on surface model of baseline marine engine
foundation before thickness optimization

Fig. 6. Contour of Von-Mises stresses on surface model of baseline marine engine
foundation before free size optimization

more than 0.14 mm in the direction of applied load. Fig. 7 shows the Optimization setup on surface model
of baseline marine engine foundation for free size optimization. OptiStruct automatically optimizes the
base frame for all applied loads. Fig. 8 shows the contour of optimum thickness distribution on surface
model of baseline marine engine foundation after free size optimization. It shows that the thickness is only
5 mm on all surfaces except the surfaces where load is applied. The thickness of surfaces on which load is
applied is 16 mm and 18 mm. The other surfaces showing the combination of different thicknesses is not
suitable for fabrication. Instead   of changing the thickness the design of the surfaces are changed in the
redesigned marine engine foundation in order to reduce the stresses. Fig. 9 and Fig. 10 show the Contour of
total displacement and Von-Mises stresses on surface model of baseline marine engine foundation after
free size optimization respectively. From these figures it is observed that the maximum displacement is
0.28 mm and maximum Von-Mises stress is 41.5 N/mm2. The total deformation and Von-Mises stress of
baseline marine engine foundation after free size optimization is greatly reduced compared with those
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Fig. 7. Optimization setup on surface model of baseline marine engine
foundation for free size optimization

Fig. 8. Contour of optimum material distribution on surface model of baseline marine engine
foundation after free size optimization

Fig. 9. Contour of total displacement on surface model of baseline marine engine
foundation after free size optimization
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Fig. 10. Contour of Von-Mises stresses on surface model of baseline marine engine
foundation after free size optimization

before optimization. With the density specified, the overall mass of marine engine foundation after free
size optimization in finite element model is 695 kg, which is 95 Kg less than baseline marine engine
foundation.

5. CONCLUSION
(i) A free size optimization procedure was carved out based on 'optistruct' of Altair for optimal

structural modification to minimize the weight of a structure.
(ii) Weight of the optimized structure is less than the baseline structure for the same stress constraint.

(iii) It is established that free size optimization can be used effectively to minimize the weight of a
structure with specified stress and displacement constraints.

(iv) Experimental validation of the findings of the present study would be undertaken in future for
verifying the veracity of the approach.
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ABSTRACT

Underwater soundscapes vary due to the geophonic and biophonic sound sources of the region.
This paper presents a study on characterising the acoustic environment in the shallow water off
southwest coast of India (off Cochin) utilizing time series passive acoustic measurements acquired
during the period January to May, 2011. The recorded data were analysed using time/frequency
spectrograms analyses method. The temporal variability, frequency distribution, and biological
pattern of the soniferous species showed clear differences. The geophonic sound sources such as
wind induced noise are dominant in the frequency range of 0.5-5kHz, whereas the rain noise is
prevailing in the higher frequency band. The study area exhibited clear biological with its high
temporal variability. The onset of Terapontidae chorus appearing after dusk period, is maximal
during January to end of March, but ceased down by the month of May. The planktivorous fish
chorus spectral maxima are observed around 0.6 kHz before midnight, displaying lunar trend
during the period January 22- February 8, 2011. The Eel fish buries under seabed at the day time
and produces sound like jackhammer at night, during the month of May. The thematic structure
and harmonic sound is produced by humpback whales during the period from mid-January to
mid-March, with a peak in February, when the mean SST is ~ 28°C and no presence is recorded
after mid-March. This determines the functions of the humpback whale song and their breeding
habitat. This study demonstrates that the passive acoustic measurements are the key elements for
understanding the acoustic environment as it plays an important role in the ecology of multiple life
history stages.

1. INTRODUCTION

Monitoring the soundscape or acoustic environment represents an important part of the ecosystem
management [1-2]. They are potential to provide important sensory information to marine species that
reflects the changing biological and physical characteristics of the environment[1]. Underwater soundscapes
comprise a variety of sounds produced by geophony, biophony and anthrophony [3-4]. The temporal and
spatial variation of ambient noise in the sea is generated predominantly by geophonic components including
geological and meteorological activities. In the shallow water, the soundscape is particular and influenced
by seabed features and bottom topography, and are mostly affected by surface conditions driven by wind,
rain and waves [5]. Besides, sounds produced by the biophonic sources corresponding to marine mammals
and fishes as they call for breeding, spawning, defend their territories or escapes predators [6-8]. The
anthrophony in the ocean has increased in the last few decades through industrial and shipping activities,
and can interfere in the animal communication systems [9-10].

© 2016 Acoustical Society of India
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Large numbers of marine species are distributed in shallow water environments [11] where
anthropogenic activities are most intense [12]. There are relatively fewer studies on soundscapes, and its
potential effects on marine species [13]. These species produce and listen to sounds, especially important
for marine ecological processes including spawning, navigation, defense and habitat selection [1, 14]. These
sounds typically vary on daily, monthly, and seasonal time scales in a high biodiversity coastal habitat.
Huijbers et al. [15] demonstrated that different types of marine habitats with distinct biological composition
have unique soundscapes. However, few studies have observed site-specific and temporal variations in
the coastal habitat of the world ocean [16-17]. Recent studies on soundscape ecology are a promising field,
and observations of the ambient acoustic environment within ecological marine habitats are important.
The present study is intended to understand the biological soundscapes in the shallow water off southwest
coast of India by characterising the sound field in terms of spectra.

2. MATERIALS AND METHODS

An automated sub-surface ambient noise measurement system comprising of vertical linear array of
omnidirectional hydrophones with data acquisition modules was deployed in shallow water off southwest
coast of India during the period from January-May 2011 (Fig.1). The system was deployed at 30 m water
depth and VLA (Vertical Linear Array) positioned at the mid water column, so that the noise due to surface
and bottom reflections could be measured effectively. The data recorded by first element of the vertical
linear array has been considered for the analysis. The omnidirectional hydrophones are configured for
measuring underwater sound in the frequency range 0.05-10kHz, with a sampling rate of 50 kHz per channel.
The data was recorded at every 3 hour with a sampling duration of 30s. The array of hydrophones sense
acoustic pressure fluctuation due to various sources of noise which translates into electrical signals and
then logged by the data acquisition system. The recorded voltage values are subsequently converted to
pressure units (µPa) by applying pre-amplifier gain and receiving sensitivity (-170 dB) of the hydrophone.
Power level computation of the noise spectrum facilitates in detection and classification of signals embedded
in the noise. The Welch's averaging periodgram method was used to calculate the noise spectrum level.
The multiple spectra are obtained by segmenting data into smaller portions, using a Hamming window
and 2048 point FFT with 50% overlap. The resulting spectra are then averaged to obtain the final spectrum.

Fig. 1. Geographic location of the moored hydrophone in the shallow water off
southwest coast of India. The location of the hydrophone is indicated as .



Soundscapes in the shallow waters off Southwest coast of India during pre-monsoon season

Journal of Acoustical Society of India 11

The frequency resolution, determined by the sampling frequency and the number of points in the FFTs in
each power spectrum is 24.4 Hz.

3. RESULTS AND DISCUSSION

3.1 Characteristics of sounds produced by geophony sources

The geophonic wind and rain on the sea surface can generate an important natural source of sound. The
frequency spectrum of sound generated by the wind has a distinct shape, as compared to that of rain. The
slope of the rain spectra is not as steep as wind generated and can be distinguished from each other by
observing the slope and shape of the underwater sound spectrum [18]. Fig. 2 shows noise level produced
due to rain, and wind at different Beaufort scales within the frequency range of 0.5-5 kHz. The noise level
fluctuation is higher in the lower frequency and lower in the higher frequency, whereas the noise level
increases due to rain at higher frequencies.

Fig. 2. Noise spectrum level at different Beaufort scale and the noise from rain in
shallow water off southwest coast of India.

3.2 Characteristics of sounds produced by biophony sources

3.2.1  Humpback whales :
The spectrographic analyses facilitate the identification of Humpback whale sound pattern. Different sound
units are distinguished from one another by the contours in the spectrogram. A sequence of different sound
units grouped into a phrase and different phrases constitute a theme. Two theme types are identified,
Theme-I and Theme-II (Fig.3).Themes-I and -II were static themes; their phrase structure remained consistent
with each consecutive repetition. These are characteristically upsweeps and downsweeps along with
harmonics. The significant increase in the acoustic energy in the frequency ranges from 0.11-8.8 kHz and
0.12-4.8 kHz for Theme-I and Theme-II respectively. Upsweep calls display high spectral level as compared
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to the downsweep calls.This thematic structure determines the function of humpback whale song form.
The sound produced by humpback whales are mainly dominant during the period mid-January to mid-
March, with a peak in February. The mean sea surface temperature (SST) in this study area is ~28°C, and
within the range reported in other areas (24-28°C) [19].

3.2.2  Terapontidae :
Sounds produced by more than one species is called en masse and described as sounding like 'trumpet'.
The recorded chorus is attributed to the family Terapontidae. The chorus and related features of the call
types follow similar characteristics as compared with the published results [16]. The spectrogram and the
power spectra of the Terapontidae chorus is depicted in Fig. 4. The occurrences of this high level chorus
dominate the ambient sea noise spectra. The variation in trumpet sound exhibits a strong daily pattern
during the study period. The chorus was generally seen as peaks in the noise level before dawn and after
dusk. The generated sound was higher during hours of dusk than during hours of dawn. The occurrence of

Fig. 3. Spectrogram of humpback whale sounds in the shallow water off southwest coast of India
(a) Theme I, (b) Theme II and (c) Corresponding power spectral density of theme I & II.
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chorus was higher in the beginning of January that extends till the end of March, followed by a cease in
May. The pulse repetition rate evident in the frequency range 0.1-0.12 kHz can be ascribed to the swimbladder
mechanism. The swimbladder resonant spectral peak is normally extended over the frequency range 0.6-
1.5kHz.

3.2.3  Planktivorous :
The chorus is attributed to nocturnal planktivorous fishes which are sounding likes 'pop'. The chorus is
comprised of a single broad band pulse generated as a result of the swimbladder contraction. McCauley
[20] discussed swimbladder sound production mechanism in details. Fig. 5 illustrates the spectrogram and
power spectra of the Planktivorous chorus. The spectral maxima are observed around 0.6 kHz before
midnight displaying lunar trend during the study period. McCauley [16] had reported that the planktivorous
fish chorus is strongly influenced by moon phase, with a longer period of maximum chorus level within the
moon period, just after full moon to new moon.

During data acquisition period, two choruses are recorded with distinct characteristic patterns in daily
timing, frequency content and call characteristics. As an example, the noise spectra for three consecutive
days representing Terapontidae chorus during the dusk and the Planktivorous chorus during the midnight
is shown in Fig. 6.

3.2.4  Eel fish :
The sounds produced by eel fish was recorded only during the month of May. The spectrogram and the
power spectra of eel sound recorded during this period are illustrated in Fig. 7. The computed average

Fig. 4. The spectrogram and the corresponding power spectral density of Terapontidae chorus in the
shallow water off southwest coast of India.
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Fig. 5. The spectrogram and the corresponding power spectral density of Planktivorous
chorus in the shallow water off southwest coast of India.

Fig. 6. Diurnal variation of fish chorus recorded in the in shallow water off southwest coast of India.
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Fig. 7. The spectrogram and the power spectral density of Eel fish sound in the
shallow water off southwest coast of India.

power spectra of the eel sound indicate its dominant frequency at 1.21 kHz with a maximum sound level of
89 dB re 1 Pa. Besides, the eel produces sound akin to jackhammer during the night (between 10 PM to 11
PM).

4. CONCLUSION

The present study highlights the first time measurement of soundscape variation in the shallow water off
southwest coast of India. The temporal biological soundscape in the study area is diurnal that varies monthly.
The Terapontidae chorus appearing before dawn and after dusk, and is maximal during January to end of
March, but ceased down by month of May, and the planktivorous chorus produce before midnight displaying
lunar trend during the period January 22-February 8. The eel fish produce sound similar to jackhammer at
night, during the month of May. Fish chorus has the major influence on ambient noise levels and spectral
characteristics of soundscape in shallow water off southwest coast of India. Thematic structure with harmonic
sounds produced by humpback whales, illustrating significant increase in acoustic energy in frequencies
greater than 8 kHz in the period mid-January to mid-March, and indicates the functions of the humpback
whale songs and their breeding habitat. Habitat related soundscapes play an important role in the ecology
of shallow water environment, and passive acoustic measurement is key element to understand the acoustic
ecology.
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ABSTRACT

Micromachined Ultrasonic Transducers (MUTs) represent a new paradigm in ultrasonics by signifi-
cantly reducing size, reducing energy consumption, and simplifying electronic integrability of huge
array of sensors on a single silicon chip.  A Piezoelectric Micromachined Ultrasonic Transducer
(PMUT) is a suspended multi-layered thin plate structure which vibrates in response to input
voltage by the means of in-plane piezoelectric stresses and generates acoustic pressure.  In this
work we study the effect of initial curvature of the suspended plate on the vibration response and
acoustic performance of a PMUT. We consider natural frequency, deflection sensitivity, and
directivity of PMUT with the motivation of capturing overall impact of curvature on the acoustic
pressure output per unit voltage input. We compare the vibrational response of a curved PMUT
and an equivalent flat PMUT using analytical and FEM techniques. The FEM analysis is done
using multi-layered shell elements in ANSYS. We observe that the natural frequency of the PMUT
increases with curvature almost exponentially beyond a minimum curvature. The deflection per
unit input voltage of the PMUT first increases with the initial curvature but drops beyond an optimal
value of the initial curvature. We have observed in our previous work that change in size of a flat
PMUT, for a given layer configuration, does not change the acoustic pressure output of the PMUT
transmitter significantly.  This is because any improvement in deflection per unit voltage by
increasing the radius of the PMUT is countered by decrease in the natural frequency.  However, an
increase in the initial curvature increases the deflection sensitivity as well as increases the natural
frequency of the PMUT.  This effect becomes even more dominant as the radius of curvature
approaches the radius of the membrane.  This analysis predicts significant improvement in the
acoustic pressure output and thus the performance of a PMUT by the introduction of initial
curvature. The acoustic directivity improves with increase in operational frequency. We also study
the difference between acoustic characteristics of an upward curved (convex) PMUT and downward
curved (concave) PMUT. The acoustic directivity deteriorates with increase in curvature for convex
PMUT, while it improves with increase in curvature for concave PMUT.

1. INTRODUCTION

Ultrasound has been used widely in medicine, microscopy, navigation, underwater networking, etc. Making
conventional Ultrasound transducers with high bandwidth, low power consumption and operating at high
frequencies is not cost-effective. Application of micro-fabrication processes adopted from semiconductor

© 2016 Acoustical Society of India
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industry has led to significant improvements in various transduction techniques.  These processes allow us
to fabricate very small ultrasonic sensors on silicon wafers, known as Micromachined Ultrasonic Transducers
(MUTs).  MUTs represent a new paradigm in ultrasonics by significantly reducing size, reducing energy
consumption, and simplifying electronic integrability of huge array of sensors on a single silicon chip.
Based on the actuation principle MUTs can be of capacitive or piezoelectric type, also known as CMUTs [1]
and PMUTs [2] respectively.  CMUTs and PMUTs, made by MEMS technology have shown mechanical
impedances closely matching to that of the imaging medium.

Piezoelectricity based devices require low power, give large output forces, have a wide range of
operational frequencies and provide a good signal to noise ratio. A Piezoelectric Micromachined Ultrasonic
Transducer (PMUT) is a suspended multi-layered thin plate structure, wherein at least one layer is of
piezoelectric material. PMUTs have been under research for more than a decade now with most of the
work focused on planar unimorph configuration [3]. These devices use the bending caused by moment
load due to the voltage across the piezoelectric layer. In recent years, efforts have been put into improving
the performance of these devices. Some researchers have focused their attention on imparting curvature to
the membrane. Curved PMUTs are expected to give better acoustic output as the deflection will occur due
to bending load as well as in-plane stresses. D Morris et.al. [4] and Fleischman et.al [5] have used static
pressure to induce curvature in PMUT. Fleischman et.al. [5] used PVDF to fabricate the piezoelectric films,
and created a near-field focused ultrasonic transducer by backfilling the sphere exterior with epoxy.
D Morris et.al. [5] have deposited PZT using sol-gel techniques and has given a mathematical model. A
Hajati et.al. [6] have fabricated a dome-shaped PMUT and studied its acoustic properties. S Akhbari et.al.
[7] have shown highly responsive, curved PMUTs using AlN, with centre deflection 55 times more than
that of a planar device.

In our work we have studied the change in frequency and amplitude with change in curvature of the
PMUT. Imparting an initial curvature can change not only the natural frequency but also the acoustic
directivity of a PMUT. We have studied how acoustic directivity changes with frequency and with the
radius of curvature. We have also studied how acoustic directivity differs depending on whether the
membrane is concave or convex.

2. DEVICE ARCHITECTURE

For the analysis, a multi-layered membrane as shown in Fig. 1 is considered. The piezoelectric (PZT) layer
lies sandwiched between the top Gold electrode and the bottom Platinum electrode, which enables an
electric field to be applied across the piezoelectric layer. This structure sits on top of a Silicon passivation
layer. The passive layer causes the centre of piezoelectric stress to be eccentric with respect to the neutral
axis, thus causing an overall bending moment in response to the voltage. The radius of the membrane is
100 µm. The radius of gold electrode is 0.8 times the radius of device in order to cause moment load in

Fig. 1. Cross Section view of a Curved PMUT
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optimal location [2]. The thickness of PZT and Silicon are 1000 nm each. Both the electrodes (Gold and
Platinum) are 150 nm thick.

Application of voltage across the electrode causes in-plane stress in the piezoelectric layer which results
in bending as well as stretching of the PMUT. This generates acoustic pressure output in response to
alternating voltage input when PMUT is used as a transmitter. Converse of this phenomenon leads to
generation of charge on PMUT receiver.

3. ANALYTICAL SOLUTION

In this section, curved PMUT has been modeled as a multi-layered curved shell with the assumptions of
classic shell theory. The equation of motion for vibrations of a curved PMUT with radius of curvature, Rc,
in response to harmonic pressure load Pin can be written as [8]:

6 4
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Here, Deq is equivalent flexural rigidity, eq is average density, hT is total thickness, Yeq is equivalent
young's modulus, Rc is radius of curvature,  is frequency of harmonic input load, and  is equivalent
Poisson's ratio of the multi-layered shell structure [8]. The mode shape of vibration in axisymmetric modes
is assumed to be

(cos ) (cos ), 1,2 ,  ,3s l lw w A P B Q
         [3]

Here ws is the specific solution to equation (1) and can be written in simplified form as :
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s
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d

  [4]

The coefficients B are set to zero to avoid singularity in the solution. Pl  are the Legendre functions of
first kind of order l which are obtained by solving 3rd order polynomial equation obtained by substituting

Table 1. Material Properties of Layers

Material Density (kg/m3) Poisson's Ratio Young's Modulus (GPa) Thickness (nm)

Silicon 1 = 2330 1 = 0.28 Y1 = 165 h1 = 1000
Platinum 2 = 21450 2 = 0.38 Y2 = 168 h2 = 150
PZT 3 = 7600 3 = 0.3 Y3 = 115 h3 = 1000
Gold 4 = 19280 4 = 0.44 Y4 = 165 h4 = 150
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the assumed solutions in the equation of motion. The coefficients,  A are obtained by imposing boundary
conditions of zero in-plane and out-of-plane deflection, and zero change in slope at the boundary of the
curved PMUT [8]. Natural frequency is obtained by observing maxima in deflection along frequency axis.

4. SIMULATION OF CURVED PMUT

The key figure of merit of an ultrasonic transducer is pressure transmitted per unit voltage input. Pressure
output is proportional to volume swept by the membrane during vibration and square of the frequency of
operation. Improvement in directivity of an ultrasound transducer while avoiding secondary lobes is also
a desirable for imaging type of applications. Considering these factors, we have focused on three parameters
for present assessment: first natural frequency, deflection sensitivity, and acoustic directivity.

We have modelled the curved PMUTs in ANSYS using multi-layered shell elements. In order to emulate
exact piezoelectric loads we have considered bending loads as well as in-plane loads in the shell model.
Acoustic directivity has been observed using an equivalent single layer axisymmetric plate in COMSOL
environment.

5. EFFECT OF CURVATURE ON NATURAL FREQUENCY

An almost flat PMUT with 100 µm radius shows the first resonance at 471 KHz for material properties
given in Table 1. For small curvatures (Rc / > 60) no significant increase in the natural frequency of PMUT
is observed. Any further increase in curvature results in exponential increase in the natural frequency of
the PMUT reaching up to 5.3 MHz for almost hemispherical PMUTs.

Fig. 2. Dependence of natural frequency on curvature of a PMUT

Higher frequency is generally desirable for ultrasound imaging based applications in order to achieve
higher resolution. This can be done by increasing the thickness or reducing the radius or introducing tensile
stresses. Reducing radius below 50 µm becomes very difficult due to fabrication constraints, increasing
thickness reduces sensitivity of the device and tensile stresses are difficult to control. Introduction of
curvature provides a lucrative alternative for increasing the natural frequency of PMUT with only apparent
downside of difficulties in fabrication.
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6. EFFECT OF CURVATURE ON DEFLECTION SENSITIVITY
We have presented the deflection of a PMUT for a static voltage load in Fig. 3. To represent static deflection
we have considered static loading condition instead of dynamic loading condition in order to ignore any
effects caused by change in quality factor of the device. Unlike a flat PMUT, deflection in a curved PMUT
is caused by piezoelectric moment load as well as in-plane stretching. The ANSYS simulation result suggests
that the deflection at the center of the PMUT caused by in-plane stretching and bending moment can compete
against each other causing the center of the PMUT to move in one direction for in-plane stress dominated
deflection and in the other direction for moment load dominated deflection.

Fig. 3. Static deflection of PMUT vs radius of curvature

Fig. 4. Directivity of (a) upward curved and (b) downward curved PMUT with varying Rc

7. EFFECT OF CURVATURE ON ACOUSTIC DIRECTIVITY
Acoustic directivity by definition is the ratio of far field sound pressure level at any angle to the sound
pressure level at the axis of the transducer. It plays an important role in determining resolution of an
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arrayed transducer in imaging type applications. Acoustic directivity of a radiator of a given radius, improves
as frequency of operation is increased. Since introduction of curvature increases the natural frequency it
automatically improves the directionality by improving the wave number. The simulation results shown in
Fig. 4, confirms the improvement in directivity because of higher frequency.

These results show that a downward curved (concave) PMUT will radiate more directed sound as
compared to an upward curved PMUT (convex).

8. CONCLUSION

Natural frequency of a PMUT of 100 µm radius increases by almost ten times with increase in curvature
from a flat to hemi-spherical case.  The deflection at the centre of PMUT increases with curvature up to an
optimum level, beyond which it starts decreasing. The acoustic directivity improves for a downward curved
PMUT as compared to an upward curved PMUT. Overall an improvement in frequency, deflection
sensitivity, and directivity is observed by introduction of curvature thus pointing to a possibility of
developing better ultrasonic sensors at small scale.
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ABSTRACT

This paper reports the development of a MEMS (Micro-Electro-Mechanical-Systems) capacitive
transducer specifically a microphone using a single wafer process in contrast to the current practice
of using multiple wafers and wafer bonding. We consider design challenges mainly present due to
squeeze film damping effect, frequency range requirements, and sensitivity. In order to fabricate
the device using simple fabrication steps on the SOI wafer, we designed the substrate of the wafer
to have openings which ultimately decide the final dimension of the structure. The diaphragm of
the microphone is created on the device layer of the SOI wafer and the handle layer acts as the rigid
backplate of the microphone. The buried oxide layer acts as the sacrificial layer. We pattern the
openings in the backplate using a single photo printed mask and use DRIE (Deep-Reactive-Ion-
Etching) process to etch the pattern. We use these openings to facilitate wet etching of the buried
oxide. The openings also allow easy escape of trapped air during operation of the device. The
initial characterization results suggest that the proposed design and fabrication process is worth
exploring.

1. INTRODUCTION

The advent of MEMS (Micro-Electro-Mechanical Systems) technology has paved the way for inexpensive
and miniature sensors powering consumer electronics. There are various types of MEMS transducers in
market for example electro-mechanical, thermo-electric, chemical, optical transducers. Commercially,
electro-mechanical type of transducers are widely used. Capacitive transducer is one such electro-mechanical
transducer which converts mechanical quantity such as displacement into electrical voltage. Our work
here, focuses on a way of fabricating capacitive transducer for a MEMS microphone. Microphone is a
sensor that has benefited from MEMS technology and has been commercially available since the last decade
for various applications. Microphones typically consist of a suspended membrane. The deformation of the
membrane due to incident sound pressure is sensed either by piezo-electric [1,2], piezo-resistive [1,3], or
capacitive methods [1,4,5]. Capacitive MEMS microphones are the most widely used devices due to the
relative ease of fabrication and electronic integration [6].

In capacitive sensing, two oppositely charged plates (electrodes) are separated by a distance typically
forms a parallel plate capacitor. Usually, in capacitive MEMS devices, one electrode is a vibrating plate and
the other is the fixed substrate. In a MEMS microphone the vibrating plate is a structural membrane and
the main acoustic pressure sensing element. The membrane deflects in response to any incoming acoustic
pressure affects changes in capacitance. This changes the charge on the two electrodes [7]. The capacitance

© 2016 Acoustical Society of India
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is given by, C = 
A
g


 where, A is the electrode surface area,  is the permittivity of the medium between the
two plates forming capacitor, and g is the gap between the plates. Hence, closely spaced plates with large
area cause greater current flow than two distant plates with smaller area.

Fig. 1. Figure showing schematic for the cross-section of typical device that uses capacitive sensing.

With micro fabrication, it is relatively easy to realize devices based on capacitive sensing. The electrodes
are separated by very small gaps as shown in Fig. 1 (usually a few microns). But we will see that this
requirement of small separation between a vibrating structure and a fixed substrate imposes restrictions on
the design of MEMS devices.

Majority of existing capacitive MEMS microphone designs are intricate consisting of perforated or
slotted diaphragms [8,9], multilevel contacts, and patterned back-plates that involve complex fabrication
processes like multilayer deposition and patterning [10] and two wafer bonding. Our work is aimed at
exploring simpler designs such that the devices can be realized with the least number of fabrication steps
using a single wafer.

2. DESIGN OF CAPACITIVE MEMS MICROPHONE

In-order to have a linear response of the structure to the incident sound pressure in the frequency range of
interest (typically audible frequency limit of 20 kHz), we keep the fundamental resonant frequency of the
device far above the required range. The natural frequency of the membrane is given [11] as:

3

4 2 =  
(1 – )'

n
n

Etf
d



  
(1)

Where,  fn is the natural frequency, E is the Young's modulus, d is the diameter of the membrane
(treated as a thin plate here),  is the Poisson's ratio,  the mass density, and n is a non-dimensional
constant which depends on boundary conditions and it is equal to 11.84 for the first mode of circular plate
with clamped edges. We design the radius of the membrane for different natural frequencies of interest as
listed in Table 1.

Table 1. Table listing radius of membrane and corresponding natural frequency for Silicon < 100 > with
properties as follows; Young's Modulus, E = 160 GPa, Poisson's ratio,   = 0.28, mass density,
= 2328 kg/m3.

Radius of Membrane (mm) Natural Frequency (kHz)

1 8.2
0.8 12.8
0.6 22.8

2.1 Challenges in design

Since we have decided to use capacitive sensing, we design our structure considering the following-the
gap between the electrodes and the effects of squeeze film. The acoustic sensitivity (S) of a capacitive
microphone is the output voltage per unit input acoustic pressure [4] and is given by the expression
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1 =   ,VS
p g
 [2]

where, V is the output voltage, P is the input acoustic pressure, and g is the air gap between the two
electrodes. Hence we see that the sensitivity is inversely proportional to the air gap. So, ideally we would
like to have as small a gap as can be fabricated. But, when the membrane vibrates, the air in the gap gets
squeezed and contributes to added damping and stiffness of the structure. This added damping and stiffness
are functions of the frequency of vibration and hence affect the dynamic response of the MEMS devices
over a range of frequencies [12]. This squeeze film damping effect reduces sensitivity of the device. Hence,
it is necessary to account for and reduce this added damping and stiffness for a successful design of the
device. Squeeze film is a common phenomenon and has been well studied in the context of the influence of
squeeze film damping on MEMS structures as summarized by Bao and Yang [13] and Pratap et al. [14]. The
simplest approach to reduce squeeze film effects is to vent the squeezed air by providing openings either
on the fixed substrate or on the vibrating structure.

In the case of MEMS microphones, improperly designed openings on the vibrating structure have a
deteriorating effect on the acoustic performance of the transducer due to equalization of the sound pressure
(called low frequency roll-off) [15]. Hence, we provide openings on the substrate. But on the contrary, we
reduce the available electrode area if we increase the openings, which in turn reduces sensitivity. Hence,
this is an optimisation between having a large electrode area and having openings to reduce squeeze film.
Before going for optimised design, substrate with maximum possible electrode area while still having
enough openings to reduce squeeze film effects, just to check the feasibility of the design, we decide the
opening area based on limitations in chosen fabrication process as discussed in later section. Several analytical
and numerical methods exist to model the squeeze film with holes [15], and we use ANSYS to model
squeeze film and to verify that the openings in the substrate adequately vent the squeeze film pressure. Fig.
2(a) shows normalized displacement of diaphragm clamped at periphery subjected to uniformly distributed
load and Fig. 2(b) shows normalized squeeze film pressure variation on the same. It is clear that the
diaphragm displacement and pressure are out of phase.

Fig. 2. Figure showing ANSYS results for diaphragm clamped at periphery subjected to uniformly distributed
load, where (a) gives normalised displacement plot and (b) gives normalised pressure distribution plot.

3. FABRICATION

We fabricate the device using a single SOI (Silicon-On-Insulator) wafer as depicted in Fig. 3 and a single
mask. We print our design on a regular transparent sheet and use it as a mask. This process is much cheaper
than conventional mask making process and also reasonably accurate for our design. Our design uses
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buried oxide in SOI as a sacrificial layer. The choice of SOI wafer is decided by the sheet resistance of
handle silicon and the device silicon. For our case we choose a wafer with specifications listed in Table 2.

Fig. 3. Figure showing schematic representation of SOI (Silicon-On-Insulator) wafer and its nomenclature.

Table 2. Table lists specification for SOI wafer ((100) Orientation).

Property Value Unit

Device layer thickness 2 m
Buried oxide layer thickness 1 m
Handle silicon thickness 500/±10 m
Sheet resistivity 0.005 - 0.020 ohm-cm

First we start by cleaning the SOI wafer with piranha solution (1:4 :: H2O2:H2SO4) for a duration of 10
minutes. Fig. 4(a) shows schematic representation of cleaned SOI wafer. Then we deposit oxide to get 1.5
micron thick oxide layer on top of the handle silicon using PECVD (Plasma Enhanced Chemical Vapor
Deposition) process as depicted in Fig. 4(b). This oxide layer is used as a masking material in dry etching
process. Next, using photolithography technique we transfer the design pattern printed on the mask, on
top of the oxide layer as shown in Fig. 4(c). To get the openings on the substrate, first we etch the oxide
layer using RIE (Reactive Ion Etching) process and reach the handle layer silicon. Then we further etch the
handle layer using DRIE (Deep Reactive Ion Etching) process. This etching process ends when we reach
buried oxide which acts as an etch stopper in DRIE process. Fig. 4(d) shows device after DRIE process. To
get the gap between the device layer silicon and the handle layer silicon, we etch the sacrificial layer of

Fig. 4. Figure depicting steps in fabrication process; (a) piranha cleaned SOI wafer, (b) PECVD Oxide
deposited on handle silicon, (c) structure mask patterned oxide, (d) DRIE processed handle silicon, (e)
device release after sacrificial etch by HF vaporiser, and (f) cross-sectional view of the fabricated microphone.
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buried oxide. We etch it using HF (Hydro Fluoric) vaporizer. We get device with released membrane as
shown in Fig. 4(e) and the corresponding cross-sectional view is as depicted in Fig. 4(f). Fig. 5(b) shows
actual device as seen under microscope. In the process of wet etching by use of HF vaporizer, we control
the membrane area by setting duration of the etch process. The width of under-etch and area of diaphragm
of realized device is schematically represented in Fig. 5(a). Since we choose an SOI wafer with low resistivity
value, silicon can be used as both top electrode and bottom electrode of the microphone.

To overcome the challenges in design as specified in section 2.1, ideally we should have large number
of narrow openings in the substrate. This will provide sufficient openings for venting trapped air and thus
reducing squeeze film effect along with giving large electrode area. But step of printing of mask using
normal photo printing in proposed fabrication process imposes a lower limit on the width of openings.
Also because we need to etch 500 micron thick substrate using DRIE, considering lateral etching present in
the process, the minimum width possible is 75 micron for realisation of the device. This minimum feature
size is the major governing factor in designing the substrate etch pattern as mentioned in Section 2.1.

4. CHARACTERISATION OF FABRICATED DEVICES

4.1 Mechanical characterisation

First, we study the mechanical response of the membrane (to electrostatic actuation) using LDV (Laser
Doppler Vibrometer), MSA 500 from Polytech GmbH. We actuate our device by applying electric potential

Fig. 5. Figure showing (a) the schematic of top view of a completely realized microphone, it shows
under-etching caused by process of wet etching in the step of buried oxide removal, (b) the actual

microphone after realization as seen from bottom side.

Fig. 6. Figure showing (a) the first mode shape for device membrane when excited by periodic chirp
signal with 4 volts AC and 4 volts DC voltage using Laser Doppler Vibrometer, and (b) Receptance of

the device as obtained on electrical excitation (displacement value per applied volt).

(a) (b)
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between the bottom electrode (substrate) and the top electrode (device layer). We use internal signal
generator present in the data management system to provide sinusoidally varying voltage. The visualisation
of mode shape is obtained using PSV software as shown in Fig. 6(a). It shows the release of the device. The
device can be further checked for its function as an electro-acoustic sensor. We use the measured frequency
response as shown in Fig. 6(b), to check the resonant frequency and damping of the membrane. Here we
get the frequency response for device in terms of deflection of membrane. The deflection is measured at
centre of vibrating circular membrane, which is at the point of maximum deflection for fundamental mode
the membrane. The deflection can be used further in calculations for device specifications like sensitivity.
Also, we get certain geometric information about the device such as electrode area (actual electrode area
after fabrication can be calculated from microscopic image of device) and the initial gap between the
electrodes (since the membrane is flat as observed under microscope of MSA 500, the initial gap is equal to
buried oxide thickness) which is useful in further research and development.

4.2 Electrical characterisation

After visually checking the device and probing its mechanical characteristics, we test it for its electrical
characteristics. On DC probe station we connect the electrodes on the device and use device analyser to
perform tests. First we check for current against voltage (I-V) characteristics to get the resistance value.
This characterization is performed on DC Probe Station 1 (PM5 with Thermal Chuck, Agilent Device
Analyzer B1500A). The applied voltage is varied from -5 to +5 volts and corresponding current is measured.
Low resistance shows that the device is shorted and not released properly but resistance in the range of a
few mega or giga ohms shows that the insulation between the two electrodes is good. Fig. 7(a) shows the I-
V plot for the device which indicates that the device is not shorted and also the obtained resistance value
which is in giga ohms implies that the two electrodes are well insulated from each other. After I-V check we
proceed to get the capacitance against voltage (C-V) characteristics. The capacitance across the top and
bottom electrodes of the structure is inversely proportional to the gap, which decreases with increase in the
voltage due to the electrostatic force of attraction. Hence for a successfully released device the capacitance
increases with increase in the magnitude of the applied voltage irrespective of the polarity while for a
partially released structure, the capacitance remains constant. Fig. 7(b) shows the C-V characteristics for
the device. The curve shows capacitor variation with change in the voltage as expected and shows that the
device is acting as a capacitor.

Fig. 7. Figure showing electrical characteristics of the device - (a) plot of current, I vs voltage V, voltage
as voltage is swept form -5 volts to 5 volts DC, and (b) plot of capacitance, C vs voltage, V, as voltage is

swept from -4 to 4 volts DC with, 0.25 volts of AC component and at 0.2 MHz of frequency.

(a) (b)
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5. RESULTS

We fabricated devices with diaphragm of 1000 m radius. From mechanical characterisation as shown in
Fig. 6 (b), the fundamental mode is observed at 14 kHz. The electrical characteristics give average resistance
value of 14 G. It shows that the two electrodes are not touching each other. Also the I-V curve as shown in
Fig. 7(b) confirms that the electrodes are well insulated from each other. C-V curve as shown in Fig. 7(a)
shows that the device is working as a capacitor. Also to get base value of capacitance, we carry out
measurements using lock-in amplifier. We supply a constant voltage to the device while sweeping the
frequency and measure the output current. From the plot of angular frequency against output current,
shown in Fig. 8, we get the value of base capacitance as 0.3 pF.

6. CONCLUSION

The initial results are encouraging and make us believe that the proposed design will greatly simplify the
fabrication of capacitive transducers especially MEMS microphones.
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ABSTRACT

In this estimation, the effects of magnetized and initial stress on longitudinal (p) and secondary
vertically (SV) waves propagation are investigated. We have investigated the problem of reflection
and transmission of thermoelastic wave at a solid-liquid interface in presence of initial stress, two
thermal relaxation times, and magnetic field. In the context of Green-Lindsay theory of generalized,
the problem has been solved. The boundary conditions at the interface for (i) displacement continuity,
(ii) Vanishing the tangential displacement, (iii) Continuity of normal force per unit initial area, (iv)
Tangential force per unit initial area must vanish, and (v) Continuity of temperature are applied.
The appropriate expressions to find the amplitudes ratios for the three incidence waves (P- and
SV-wave) have been obtained. The reflection and transmitted coefficients for the incident waves
are computed numerically, considering the initial stress and magnetic field effect and presented
graphically.

1. INTRODUCTION

During the last five decades, wide spread attention has been given to thermoelasticity theories which consider
finite speed for the propagation of thermal signal. Initial stresses develop in the medium due to various
reasons, such as the difference of temperature, process of quenching shot pinning and cold working, slow
process of creep, differential external forces, and gravity variations. The Earth is under high initial stress
and therefore, it is of great interest to study the effect of these stresses on the propagation of elastic waves.
A lot of systematic studies have been made on the propagation of elastic waves. Biot[1] showed that the
acoustic propagation under initial stresses would be fundamentally different from that under stress free
state. Lord and Shulman[2] reported a new theory based on a modified Fourier's law of heat conduction
with one relaxation time and subsequently a more rigorous theory of thermoelasticity was formulated by
Green and Lindsay[3] introducing two relaxation times. These non-classical theories are often regarded as
the generalized dynamic theory of thermoelasticity. Various problems have been investigated and discussed
in the light of these two theories and the studies reveal some interesting phenomena. Problem on wave
propagation phenomena in coupled or generalized thermoelasticity is discussed by Sinha and Elsibai[4]
and Abd-alla and Al-Dawy [5]. Abd-alla et al.[6] investigated the reflection of generalized magneto-thermo-
viscoelastic waves at the boundary of a semi-infinite solid considering that the free surface of the solid is

© 2016 Acoustical Society of India
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adjacent to vacuum. Sinha and Elsibai[7], investigated the reflection and refraction of thermoelastic waves
at an interface of two semi-infinite media with two relaxation times. The representative theories in the
range of generalized thermoelasticity are prepared by Hetnarski and Ignaczak[8]. Singh[9] investigated
reflection and transmission of plane harmonic waves at an interface between liquid and micropolar
viscoelastic solid with stretch. Problem on reflection and refraction in coupled or generalized thermoelasticity
have been a topic of research for various authors as Sharma et al.[10]. Abd-Alla and Abo-Dahab[11] discussed
an influence of the viscosity on reflection and transmitted of plane shear elastic waves in two magnetized
semi-infinite media. The generalized magneto-thermoelasticity model with two relaxation times in an
isotropic elastic medium under the effect of reference temperature on the modulus of elasticity is pointed
out by Othman and Song[12]. Estimation on magnetic field effect in an elastic solid half-space under
thermoelastic diffusion is discussed by Abo-Dahab and Singh[13]. The impact of magnetic field, initial
pressure, and hydrostatic initial stress on reflection of P and SV waves considering a Green Lindsay (GL)
theory is discussed by Abo-Dahab and Mohamed [14]. Abo-Dahab et al. [15] studied the rotation and
magnetic field effects on P wave reflection from stress-free surface elastic half-space with voids under one
thermal relaxation time. Reflection of P and SV waves from stress-free surface elastic half-space under
influence of magnetic field and hydrostatic initial stress without energy dissipation is been illustrated by
Abo-Dahab [16]. Abo-Dahab et al. [17] studied relaxation times and magnetic field sense effects on the
reflection of thermoelastic waves phenomena from isothermal and insulated boundaries of a half space.
Abo-Dahab and Asad [18] estimated Maxwell's stresses effect on reflection and transmission of plane waves
between two thermo-elastic media in the context of GN Model. Chakraborty and Singh [19] studied the
problem of reflection and refraction of thermo-elastic wave under normal initial stress at a solid-solid
interface under perfect boundary condition. Deswal et al. [20] pointed out the reflection and refraction at an
interface between two dissimilar thermally conducting viscous liquid half-spaces. Abd-Alla et al. [21] studied
the radial deformation and the corresponding stresses in a homogeneous annular fin for an isotropic material.

Recently, Abo-Dahab and Singh [22] investigated rotational and voids effects on the reflection of P
waves from stress-free surface of an elastic half-space under magnetic field, initial Stress and without
energy dissipation. Reflection and refraction of P-, SV- and thermal waves, at an initially stressed solid-
liquid interface in generalized thermoelasticity has been discussed by Singh and Chakraborty [23]. Abo-
Dahab and Salama [24] discussed a plane thermoelastic waves reflection and transmission between two
solid media under perfect boundary condition and initial stress with and without influence of magnetic
field. A theoretical study of diurnal shift in reflection height of VLF waves using IRI electron density model
is studied by Latha et al. [25]. Recently, some new researches with new features on reflection of reflection of
waves are dismised in ref. [26]-[29].

In this paper, an attempt is made to investigate waves propagation is investigated under influence of
magnetic field and initial stress. The problem of reflection and transmission of thermoelastic wave at a
solid-liquid interface in presence of initial stress and magnetic field considering GL theory of generalized
has been solved. The boundary conditions at the interface are applied to solve the problem. The appropriate
expressions to find the amplitudes ratios for the three incidence waves (P- and SV-wave) have been obtained
to calculate the reflection and transmitted coefficients and computed numerically, considering the initial
stress and magnetic field effect and presented graphically.

2. FORMALUATION OF THE PROBLEM

We consider a plane interface between two solid half-space homogeneous isotropic elastic with a primary
temperature T0 and magnetic field acts on z-direction. Both of the media under different initial stress and
heat source in the two media. A plane SV-wave is incident in medium M at the plane interface which
reflection to P-wave (dilatational wave), SV-wave (rotational wave), and thermal wave (dilatational wave).
Rest of the wave continues to travel in the other medium M' after refraction, as P-wave, SV-wave and one
thermal wave as shown in (Fig. 1).

We assume a Cartesian coordinate system oxyz with origin 'o' on the plane y = 0. Since we consider a
two-dimensional problem, we restrict our analysis to plane strain parallel to oxy-plane. Hence all the held
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variables depend only on x, y and time t. For easy reference, we follow a convention: All quantities in
medium M are represented unprimed whereas corresponding quantities in medium M' are represented as
primed. The initial stress components in medium M are shown in Fig. 1 (See, [24]) where, the initial stress
P = S22 – S11 in the medium M, P'= S'22 -S'11 in the medium M.

3. BASIC EQUATIONS

1) The dynamical equations of motion the rotating frame of reference for a plane strain under initial stress
in absence of heat source, given by Biot [1], taking into account the presence of Lorentz force are :
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2) The stress-strain relations with incremental isotropy are given by Biot [1]
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Fig. 1. Geometry of the problem
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3) The incremental strain- components are given by Biot [1]
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4) The modified heat conduction equation is
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where, Ce  is specific heat per unit mass, eij is strain components, K is thermal conductivity, S is entropy
per unit mass, P is initial stress, S11, S22, S12 is incremental stress components,  and  are Lame's
constants, T0 is natural temperature of the medium, ij is Kronecker delta, T is absolute temperature of
the medium, 0 and 1 are thermal relaxation times, t is coefficient of linear thermal expansion, i is
components of the displacement vector, 



 is magnitude of local rotation.
5) Taking into account the absence of displacement current, the linearized Maxwell equations governing

the electromagnetic fields for a slowly moving solid medium having perfect electrical conductivity are
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where, B


 is magnetic induction vector, E


 is electric intensity vector, F


 is Lorentz's body forces vector,
h


 is perturbed magnetic field vector, H


 is magnetic field vector, 0H


 is primary constant magnetic
field vector, J



 is electric current density vector, e  is magnetic permeability,

Again Maxwell's stress equation can be given in the form as
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which reduces to
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where, ij  is Maxwell's stress tensor.

4. SOLUTION OF THE PROBLEMS

With the help of Eqs. (2), (3) and (7) in Eq. (1), we get,
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To separate the dilatational and rotational components of strain, we introduce displacement potentials
 and defined by the following relations:
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From Eqs. (11) and (13), we get the following equations:
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From Eqs. (11) and (12), we get,
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Using Eq. (10) in (4), we get
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5. SOLUTION USING GL MODELS

In Green-Lindsay theory: 1 > 0 > 0 and ji = 0. Eqs. (13) and (14) can be rewritten as,
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     Here, RH, CA, C1, C2  represent the magnetic pressure

number, velocities of isothermal dilatational and rotational waves respectively, in medium M.
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Using GL theory, Eq. (15) can be written as :
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Eliminating  from Eqs. (16) and (18), we obtain a fourth order differential equation in terms of  as :
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where, k is wave number,  is frequency,  is phase speed, C = k
 .

Since Eq. (21) is a solution of Eq. (20), it must satisfy Eq. (21).

Putting Eq. (21) in (20), we get,
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Eq. (23) being a fourth order differential equation in f(y), the solution gives four values of f(y) and Eq.
(21) becomes
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Using Eq. (20) in (17), we get
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Eq. (27) suggests that the solution yields two values of g(y), and Eq. (20) can be written as :
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The constants  Ai (i = 1, 2, 3, 4, 5, 6)  in pairs represent the amplitudes of incident and reflected thermal,
P- and SV-waves respectively.

Substituting from Eqs. (24) in Eq. (11), we get the value of h(y) and using that value of h(y), Eq. (19)
becomes
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1 1 1 2 11 , 1 1 , 1 1H Hi b R q c b R p c          

Setting  = P = 0  in Eqs. (1) - (4) we obtain the basic equations for a non-viscous liquid medium in absence
of body forces and using them, we get displacement equations and temperature field equation, valid for
the liquid medium  M’.  The equations are as follows :
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The primes have been used to designate the corresponding quantities in the liquid medium M’ as
already been defined in case of solid medium M.

Taking
' '
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we get
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where '

'
' 2
1c 




Solving Eqs. (33) and (34) and proceeding exactly in a similar way as in solid medium M, we get the
appropriate solution for  ‘ and  ‘ as :

     ' ' ' ' '
2 1 4 2exp exp expA ikm y A ikm y ik x ct         (35)

     ' ' ' ' '
5 3 6 3exp exp expA ikm y A ik m y ik x ct         (36)

     
'

' '
' ' ' ' ' ' '

1 2 1 2` 4 2exp exp expT b A ikm y b A ikm y ik x ct

 
       (37)

where

       ' ' 2 ' '2 '2 ' 2 ' '2 '2
1 1 1 2 1' 1 , 1 1 , 1 1H Hi t b R q c b R P c          

The constants A2’  and  A4’ represent the amplitudes of refracted thermal and P-waves, respectively.

6. BOUNDARY CONDITIONS

1) Normal displacement is continuous at the interface, i.e.  = ’.  This leads to :

' '
y x y x
     
    (38)

Using Eqs. (24), (28), (35) and (36) in the above continuity relation, we get,
' ' ' '

1 1 1 2 2 3 2 4 5 6 1 2 2 4 0m A m A m A m A A A m A m A        (39)

2) Tangential displacement must vanish at the interface i.e.  = 0.

This leads to  0x y



 
 

. Using Eqs. (24) and (28) in the above boundary condition, we get

1 2 3 4 3 5 3 6 0A A A A m A m A      (40)

3) Normal force per unit initial area must be continuous at the interface i.e.  fy = f ’y
This leads to s22 + 22 = 0

where, ( . ) , , 1,2,3ij e i j j i ijH h H h H h i j      
 

 

Using Eqs. (2) and (7) for medium M and their corresponding equations for medium M’ we get, with
the help of Eqs. (13) and (33),
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Substituting Eqs. (14), (17), (19), (28) and (29) in the above equation, we get,
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where,  




   and 2
2

p
c
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4) Tangential force per unit initial area must vanish at the interface i.e. fx = 0

This leads to 12 12 0xys Pe   

Using Eqs. (2), (3), (6), (14) and (17) in the above equation, we get,

      2
1 1 2 2 3 4 3 5 6

1 1 0
2

m A A m A A m A A       (43)

5) Temperature must be continuous at the interface  i.e. T = T’.
Using Eqs. (19) and (28) and simplifying, we get
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(44)

where,  
' 

  and ' . 


7. EQUATIONS FOR THE REFLECTION AND REFRACTION COEDDICIENTS

To consider the reflection and refraction of a thermoelastic plane wave which is incident at the solid-liquid
interface at  y = 0 making an angle  with the y-axis, we have three different cases.

Case I:  For P-wave incidence, we put C = p–1   and A1 = A5 = 0.

Case II:  For SV-wave incidence, we put C = C2  cosec  and A1 = A3 = 0.

Generalizing, we get a system of five non-homogeneous equations for a thermoelastic plane wave
incident,

5

1
,  ( 1,2,...5)ij j i

i
a Z y j



  (45)

where,
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 where,

Zj (J = 1, 2, ......5) are the ratios of amplitudes of reflected thermal, P-, SV-waves and refracted thermal,
P-waves to that of incident wave respectively.

For the three particular cases, we get,

(I) For incident P-wave :

' '
62 4 2 4

3 3 3 3 3

1 12 2 22 3 32 4 42 5 52

1 2 3 4 5

, , , , ,

, , , ,AA A A A
A A A A A

y a y a y a y a y a

Z Z Z Z Z
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(II) For incident SV-wave :

' '
62 4 2 4

5 5 5 5 5

1 13 2 23 3 33 4 43 5 53

1 2 3 4 5

, , , , ,

, , , ,AA A A A
A A A A A

y a y a y a y a y a

Z Z Z Z Z

      

    

Eq. (45) constitute a matrix equation as
AZ = Y

8. NUMERICAL RESULTS AND DISCUSSION

For a view to illustrate the numerical analysis of the expressions of the reflection and refraction coefficients,
we have used the data for crust as solid medium following Choi and Gurnis [27] and water as liquid
medium.

For solid medium (M crust)
9 2 5 13 10 , 1.0667 10 ,

1 1 3 1 11100 , 2900 , 3
Nm k

C J kg k kgm k Wm ke

  



      

      

For liquid medium (M’ water)
' ' 9 2 ' 6 120.4 10 , 69 10 ,
' 1 1 ' 3 ' 1 14187 ,     1000 , 0.6

Nm k
C J kg k kgm k Wm ke
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1 1

3 3, ,
e e

k k
C C C C

 
 

   while  1, 1’  have been taken to be of the same order

(about 1.5 times) of 0 and 0’,  13 1
07.5 10 , 300 .s T k     [28].

Fig. 2. Variation of the amplitudes zi (i=1,2,…,5) with the angle of incidence of p-wave
for variation of magnetic field: H=0.1, 0.2, 0.3, 0.4, P=1.1(10) 11 --------, P=0 …….
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Figs. 2-4 and 5-7 show the amplitudes ratios variation with the angle of incident p- and SV-wave,
respectively. We used (solid ---------for presence of initial stress, dot …. for absence of initial stress)

Figs. 2 and 4 display the variation of the amplitudes ratios Zi (i=1,2,…,5) with the angle of incidence of
p-wave for variation of magnetic field with and without initial stress. It is appear that the amplitudes of the
reflected T-wave, refracted T- and p-waves start from their maximum values and decreases to tend zero at
 = 90°, amplitude ratio of reflected p-wave tends to the unity, on the other hand, the reflection coefficient
for the reflected SV-wave equal zero at   = {0°, 90°}, increases to arrive to its maximum value and then
decreases with the increasing of angle of incidence.

Fig. 3. Variation of the amplitudes zi (i=1,2,…,5) with the angle of incidence of P-wave
for variation of initial stress: P =(1.1, 1.2, 1.3, 1.4) (10)11,  H=0.3--------, H=0 …….

Physically, we concluded that the reflected and transmitted p- waves start from their maximum values
and tend to zero but reflected p-wave arrives to unity for the maximum angle of incidence, also, the reflected
SV -w ave starts and arrives to zero at the m inim um  and m axim um  values of  that indicate to the creating
of the reflection coefficient if  = 0° and interrupted at  = 90°.

With the variation of the magnetic field in the presence or absence of initial stress, it is seen that Z2
decrease with an increasing of the magnetic field parameter but Z3, Z4, and Z5 increase, Z1
increase with the increasing of magnetic field in the presence of initial stress but decreases if the initial
stress absence. It is shown that if the initial stress is absence, Z1, Z2 and Z5 larger than the
correspondence in the presence of initial stress, vice versa in Z3 and Z4.
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Fig. 4. Variation of the amplitudes zi (i=1,2,…,5) with respect to (, H) of P-wave
with and without variation of initial stress

Fig. 5. Variation of the amplitudes zi (i=1,2,…,5) with the angle of incidence of SV-wave
for variation of magnetic field: H=0.1, 0.2, 0.3, 0.4, P=1.1(10) 11 ----------, P=0 …….
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Fig. 6. Variation of the amplitudes zi (i=1,2,…,5) with the angle of incidence of SV-wave
for variation of initial stress: P =(1.1, 1.2, 1.3, 1.4) (10)11, RH = 0.3 ----------, RH = 0 …….

Fig. 7. Variation of the amplitudes zi (i=1,2,…,5) with respect to (, H) of SV-wave



On longitudinal and secondary vertically plane waves propogation at interface

Journal of Acoustical Society of India 45

Fig. 3 plots the amplitudes ratios with the angle of incidence and variation of the initial stress in the
presence or absence of the magnetic field. It is obvious that Z1 and Z3 increase with the increased
values of the initial stress but Z2, Z4 and Z5 decrease, also, we concluded that the absence of the
magnetic field make small interruption on Z1, Z2, Z3, and Z4 but additional factor on Z5.

Fig. 5 and 7 show the variation of the amplitudes ratios Z1, Z2 and Z3of reflected T-, p-, and SV-
waves, Z4 of transmission of T-wave and Z5 of transmitted p-wave with respect of the angle of incidence
of SV-wave for different values of the sensitive part of the magnetic field with initial stress and without
initial stress. The reflected T-wave and reflected p-wave increase with increasing sensitive part of the
magnetic field, while they decrease with an increasing of angle of incidence. The reflected SV-wave decreases
with increasing sensitive part of the magnetic field, while the reflected SV-wave has oscillatory behavior in
the whole range of the _-axis, as well the transmission of T-wave and of transmitted p-wave increase with
an increasing of the sensitive part of the magnetic field, while it decreases with increasing of angle of
incidence. It is shown that Z1, Z2, Z4, and Z5 start from their maximum values arriving to their
minimum values at. It is noticed that if the initial stress is neglected, the absolute values of the amplitude
ratios take large values compared with the corresponding values in the presence of initial stress except
Z3.

Fig 6 displays and variation of the amplitude ratios  Z1, Z2 and Z3 of reflected T-p- and SV-
waves, Z4of transmission of T-wave, and Z5 of transmitted p-wave with respect to the angle of incidence
of SV-wave for different values of initial stress P with magnetic field and without magnetic field. The
reflected T-, p-, and SV-waves decrease with increasing initial stress, while they decrease with increasing
angle of incidence. The reflected SV wave has oscillatory behavior in the whole range of the _-axis as well
the transmission of T-wave and of transmitted p-wave decrease with increasing initial stress, while it
decreases with increasing angle of incidence. It is shown that  Z1, Z2, Z4, and Z5 start from their
maximum values arriving to their minimum values at. It is noticed that if the magnetic field is neglected,
the absolute values of the amplitude ratios take small values compared with the corresponding values in
the presence of a magnetic field except Z2.

9. CONCLUSION

We model the effect of initial stress, and magnetic field on reflection and refraction of a plane waves at a
solid-liquid interface under perfect boundary conditions. The waves amplitudes ratios with initial stress
and magnetic field with the angle of incidence are obtained in the framework of GL theory discussed
numerically and illustrated graphically.

The following conclusions can be made
1. The reflected and refracted amplitudes depend on the angle of incidence, initial stress and magnetic

field, the nature of this dependence is different for different reflected waves.
2. The initial stress and magnetic field play a significant role and the effect has the inverse trend for the

reflected and transmitted waves.

Finally, it is observed that the reflection and refraction coefficient is strongly appear in the phenomena
that has a lot of applications, especially, in Seismic waves, Earthquakes, Volcanoes, and acoustics.
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ABSTRACT

Even though advanced systems for acoustic detection of buried objects are available in developed
countries, it remains a challenge for developing countries. National Institute of Ocean Technology,
Chennai (NIOT) has indigenously developed a Buried Object Detection Sonar (BODS), for the
detection of buried objects in shallow waters. The important features of BODS are operation in 2-24
kHz frequency band, hydrophone arrays with high receiving sensitivity (-160 dB re 1V/µPa) and
real-time image processing. In this paper, we demonstrate effectiveness of BODS to detect buried
objects on 27th May 2015 in shallow water (5-10 m depth) of the Royapuram harbour, Chennai. The
result from the experiments show that BODS system detected concrete blocks buried at 0.3 m below
the seabed in real-time. In this paper, the data collected from the field trial is also compared in
offline processing with Minimum Variance Distortionless Response (MVDR) beamforming and
Delay and Sum (DAS) beamforming. The improvement in Peak Signal to Noise Ratio (PSNR) and
Signal to Noise Ratio (SNR) in the image obtained with DAS Beamforming compared to MVDR
Beamforming is estimated to be 10.7 dB and 8.4 dB respectively.

1. INTRODUCTION

In the past few decades sonar system for underwater imaging of buried objects has been studied by Schock
et.al.[1-2], but it remains a challenge in India. In an attempt toward solving this challenge, an indigenously
developed active sonar system, capable of detecting buried object, is being developed by National Institute
of Ocean Technology (NIOT), Chennai, for shallow water applications[3-4]. This Buried Object Detection
Sonar (BODS) system is capable of imaging targets like metal plate, concrete blocks buried under the seabed.
The BODS system uses an indigenous, light weight (~20 kg), wide band (2-24 kHz), transmitter[5] developed
at NIOT and a computer based real-time signal processing technique to detect buried objects.

In the signal processing unit of the BODS system, space-time processing is required to effectively fuse
data collected at hydrophone outputs. The approach adopted for carrying out space-time processing of
data sampled at the hydrophone output is beamforming. A beamformer is a spatial filter that operates on
the output of an array of sensors in order to enhance the amplitude of a signal relative to background noise
and directional interference[6-8]. The two beamformers studied in this research article are Delay and Sum
(DAS) and Minimum Variance Distortionless Response (MVDR).

DAS beamformer works on the principle to delay each sensor output by appropriate time to synchronize
signal from a source, across all sensors[9-12]. Upon summation of the delayed signals, the desired signal

© 2016 Acoustical Society of India
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components are reinforced and the noise is suppressed. The conventional method of frequency wavenumber
power spectral density estimation uses a fixed wavenumber windowing with its resolution being determined
by the beampattern of the array of sensors. MVDR is a high-resolution method of estimation which employs
a wavenumber window whose shape changes and is a function of the wavenumber at which an estimate is
obtained[13].
In this research article, result from the experiment conducted at the Royapuram harbour in the Bay of
Bengal [Lat. 13.13°N, Lon. 80.30°E] with concrete blocks buried 0.3 m below seabed is described. This
paper also presents an offline comparative study of the Minimum Variance Distortionless Response (MVDR)
beamformer and Delay and Sum (DAS) beamformer with the Royapuram sea trial results.

2. MATERIALS AND METHODS

2.1 System Overview

The block diagram of a BODS system is shown in Fig. 1. The system comprises of a tow body and a deck
system. The towed body has a wide band acoustic transmitter, receiver hydrophone arrays and two water
tight electronic bottles for accommodating transmitter and receiver electronics. It also houses motion sensor
and GPS receiver. Data is collected from two linear hydrophone arrays that consist of eight sensor elements
on each, placed along the track .They form 16 channel hydrophone arrays with inter-element spacing of
0.0625 m. However, the fabrication of the modular tow body is in such a way the array arrangement can be
extended upto 4 hydrophone arrays, i.e. 32 hydrophone elements. Electronic cases of tow body are water
tightened with O-ring.

Fig. 1. Block diagram of the sonar system

The acoustic transmitter sends a 2-24 kHz frequency modulated chirp signal at a rate of 4 pings per
second. In the deck system each hydrophone output is sampled by an Analog-to-Digital Convertor (ADC)
at 100 kHz with a resolution of 16 bits. The data acquisition system is configured with National Instrument
(NI) compact RIO-9082. There are 8 NI 9223 series analog input module each of four channels configured
into 32 channels of data acquisition. The backscattered signal received from the data acquisition system is
filtered with band-pass filter with pass band of 2 kHz to 24 kHz. The filtered data is processed to give real-
time images and also stored for facilitating post-processing of the data. The stored data is post-processed
for performance comparison between the beamformers.
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2.2 Delay and Sum Beamformer

Delay and Sum Beamformer uses delays between each array element that compensate for differences in
propagation delay of the desired signal across the array. Signals originating from a desired direction are
summed in phase, while other signals undergo destructive interference[14]. The delay and sum beamformer
output[15] is given by

1
,0 0

( ) ( )J k n
L p LL p

y k w k px

 
   (1)

Where y(k) is the output at any time k, K-1 is the number of delays for J sensor channels and w*represents
the conjugate of the weights applied to each element. The wideband signal data is transformed at each
sensor into frequency domain. After beamforming of the signal at each frequency bin, inverse Fourier
transform produces the output time series.

2.3 MVDR Beamformer

MVDR Beamformer is proposed by Capon[13]. The MVDR beamformer is obtained by minimizing the
variance of interference and noise at the output of the adaptive beamformer, while ensuring the distortionless
response of the beamformer towards the direction of the desired source. Hence, MVDR Beamformer attempts
to minimize the power received from noise and any signal coming from directions other than look direction,
, while maintaining a fixed gain in the look direction. The optimization problem[16] can be expressed
mathematically as

min
w

P (2)

subject to wH a() = 1 (3)
Where P is defined as the output power, w is the weighting vector and a() is the steering vector. The

symbol (.)H denotes complex conjugate and transpose (Hermite). The optimal weighting vector, w in Eq. (3)
can be found using, for instance, the technique of Lagrange multipliers [16]. The computed weight gives
the spatial spectrum as[16]

P(CAP) () = –1

1
ˆ( ) ( )Ha R a 

(4)

where R is the spatial covariance matrix. MVDR beamformer attempts to minimize the power contributed
by noise and any signals coming from other directions than , while maintaining a fixed gain in the look
direction .

3. EXPERIMENTAL DETAILS

The BODS system was tested in the field on 27th May 2015 at Royapuram Harbour, Chennai [Lat. 13.07°N,
Lon. 80.18°E] at 5 m - 5.5 m water column depth. During the experiments the electronic subsystems of
BODS were kept in the deck side, as shown in Fig. 1. However, in subsequent experiments the electronic
subsystems will be integrated within the electronic bottle in tow body. The sediment type at the experiment
site is clay and sand mixture. Concrete blocks were buried at the test site. Nine concrete blocks were arranged
in three rows and three columns and buried at about 0.3 m below the seabed. Each block has a dimension
of 0.3 m × 0.3 m × 0.03 m.

4. RESULTS AND DISCUSSIONS

The buried concrete block was detected by the BODS system at the Royapuram Harbour. BODS system
detected the concrete blocks in real time as the backscattered energy received from the seabed is processed
on the deck-side signal processing system in a calm sea state. Fig. 2 shows the real-time images of the
detected concrete blocks buried in the seabed. The Y-axis in the Fig. 2 corresponds to depth in metres. The
Ping number 350-500 corresponds to the buried concrete blocks in Fig. 2. The beamformer used is DAS
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Beamformer. The figure shows detection of the seabed at a depth of 6 metres.
Comparison of beamformers was carried out in the post processing of data. Fig. 3 shows the image

obtained by delay and sum beamformer. Fig. 4 shows the image obtained by MVDR Beamformer. In both
the figures X-axis corresponds to the pings and Y-axis corresponds to depth in metres. In both the cases, the
signal processing steps are same with beamforming followed by matched filtering and Hilbert transform.

Fig. 2. Real time images of the buried Concrete blocks detected with BODS

Fig. 3. Image with Time and Delay Beamformer processing

In both the cases, 1000 pings were considered for generating the image. Upon comparison, it is observed
that with DAS Beamformer, the concrete blocks are distinctly visible from the seabed whereas with the
MVDR Beamformer the image is noisy and objects can't be distinguished. Fig. 3 showed an improvement
in Peak Signal to Noise Ratio (PSNR) as 10.7 dB in comparison to Fig. 4. Also an improvement of 8.4 dB in
Signal to Noise Ratio (SNR) was calculated in Fig. 3 in comparison to Fig. 4. Further work is being done
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Fig. 4. Image with MVDR Beamformer processing

towards colour quantization for reducing the number of colours required to represent the image from 256
to 8 and will be reported in forthcoming articles.

5. CONCLUSION

Buried Object Detection SONAR (BODS) is an indigenously developed system with a wide bandwidth (2-
24 kHz), light weight projector ~ 20 Kg. The hydrophone arrays, tow body and the signal processing software
are developed in-house. BODS system has been tested with buried objects like concrete blocks in sea
environment. It is observed from the real-time image obtained that BODS system is capable of detecting
the concrete blocks buried at a depth of 0.3m. The performance comparison of MVDR and DAS Beamformer
on the post processed image shows that Time Delay Beamformer gave an image with an increased PSNR of
10.7 dB and SNR of 8.4 dB.
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ABSTRACT

This study  examine the variations of ambient noise  attributed to wind and vessel traffic using the
time series measurements collected off Kakinada during November 2014 by an autonomous ambient
noise system developed by National Institute of Ocean Technology (NIOT). The study focus on the
fluctuation and variability in ambient noise over 12 hour periods that starts at midnight (Period I)
and noon (Period II) respectively. The data was recorded once in every three hours and segmented
into corresponding 12 hour periods. The concurrent wind speed measurements were also segmented.
In each 12 hour period, the data was segregated and analyzed as two sets in the presence and
absence of vessel noise. In the absence of vessel traffic, the average ambient noise level and the
standard deviation were apparently higher during the period II, indicating prominent sea breeze
effect. In the presence of vessel traffic, the average ambient noise level was noticeably higher during
period II with an increase in the average noise level up to 12 dB owing to prominent shipping
activities. The wind speed dependence on the noise variability was examined, resulting decrease
in the standard deviation with an increase in the Beaufort scale. The fluctuation spectra
corresponding to both the periods were computed from the time series noise at frequencies ranging
between 0.5 to 5 kHz with an increment of 0.5 kHz. The resulting absolute power spectrum levels
during period I and period II vary between 61-87 dB  and 50-85 dB,  66-98 dB and 53-86 dB at 1 and
5 kHz respectively. Thus, from the study, the greater variability with time and the higher average
noise level is evident in period II.

1. INTRODUCTION

The underwater ambient noise variability is dominated by the wind over a significant frequency range as
compared to other noise sources namely ship, rain, biological and human activities. In shallow water,
particularly in the absence of local shipping and biological activity, the wind generated noise dominates
the spectra of distant shipping over the entire frequency range[1]. The ship traffic is an important source of
noise, and its noise level is normally observed to be 11 dB above the ambient noise [2]. The soundscape
exhibits spatio-temporal variability in the shallow water environment[3]. In order to provide vital data for
theoretical analysis, it is imperative to reveal the source of noise fluctuation. The time variability of the
ambient noise encompass a wide scale from very fast (transients of breaking waves) to very slow (long-
term changes of ship traffic or long-term changes in weather and climate) reflecting the variability of the
sources of noise that can be conveniently expressed as fluctuation spectra.

© 2016 Acoustical Society of India
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In a site identified in the southern North Atlantic Ocean, Hecht and Mole found a standard deviation
value of only 1-1/2 dB for 90% of both 10-sec and 10-min samples[4] which shows the sparse distant ship
traffic and the remaining 10% shows the occasional ship traffic [4]. The noise due to shipping varies more
rapidly with time than the noise due to the wind. This was demonstrated by Perrone and King by analyzing
the data collected off Bermuda and the Grand Banks[5]. Observations of acquired noise over one-year periods
employing hydrophones at Bermuda, Wenz and Perrone were successful in throwing light on the long-
term variability of noise at a single location[6, 7]. The related interpretations were associated with diurnal
sound level variation of 1.5 - 5.0 dB evident at midnight local time regularly throughout the year including
daily changes of 10-20 dB during the summer solstice (maximum solar declination) with subtle changes in
the winter solstice.

The soundscape of the shallow water marine environment display spatio-temporal variability. The
marine environment near to shore and busy harbors are the dynamic locations with rapid changes in the
ambient noise. In this work, an attempt has been made to study the variation of ambient noise in the
shallow waters of the Bay of Bengal. The daily recorded data (within the frequency range of 0.5-5 kHz)
were segmented to corresponding 12 hour periods, and analyzed particularly in the presence and absence
of ship noise to differentiate relative contribution of anthropogenic noise.

2. DATA COLLECTION
In the month of November 2014, an automated subsurface ambient noise recording system developed by
NIOT was deployed at 20 m water depth for time series measurements of ambient noise off the Kakinada
coast in the Bay of Bengal. Location of the study area is shown in Fig. 1. The omni-directional hydrophones
array system can record ambient noise in the frequency range of 0.01-25 kHz with a receiving sensitivity of
-160 dB. The ambient noise data were acquired once in every three hours with a sampling frequency of 50
kHz for 30 s recording duration. In addition to recording ambient noise, concurrent wind speed
measurements from the study location were also collected.

Fig. 1. Location of the study area off Kakinada.
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3. METHODOLOGY
Spatial variability of wind dominated ambient noise in the shallow water marine environment had been
investigated by researchers ascribing to ocean bottom properties, water depth and sound speed variation
in the water column[3,8]. The characteristics of wind and ship traffic generated noise and the corresponding
classification were accomplished using traditional statistical techniques[5]. The variability of wind dependent
ambient noise in the shallow waters of the Bay of Bengal was studied earlier by correlating with the
magnitude of measured atmospheric wind velocity and direction[9]. Besides, the fluctuation and variability
of ambient noise was studied in two shallow water sites by evaluating the relative contribution of wind
and vessel traffic at the respective sites[10, 11]. In this work, an alternative approach to examine the ambient
noise data for the fluctuation studies related to wind and vessel traffic noise is established. The daily recorded
ambient noise data along with synchronized wind speed measurements were segmented to corresponding
12 hour periods starting at midnight and noon of the day respectively. In each 12 hour period, the data was
analyzed as two sets specifically in the presence and absence of vessel noise to differentiate relative
contribution in the ambient noise spectrum. The rose plot representing the magnitude and direction of the
atmospheric wind measurements is plotted to substantiate the results of the fluctuation studies during the
period.

4. RESULTS AND DISCUSSION
In the first case, the data corresponding to 12 hour periods were examined in the absence of vessel traffic.
It  is apparent in Fig. 2a that the difference in average vessel noise level around 1 kHz was almost 10 dB
higher during period II as compared to period I  with a decreasing trend to 2 dB around 2.5 kHz frequency.
The standard deviation of the data was higher during period II as illustrated in Fig. 2b. The increase in
number of data occurrence evident in Fig. 2c is conspicuous in the lower noise level band during period I,
whereas  the distribution of number of occurrence is sparsely distributed over a wide range as depicted in
Fig. 2d. The results depicted in Fig. 2 also display a clear evidence of local sea breeze effect on the ambient
noise variability during period II.

In the second case, the segmented data corresponding to 12 hour periods were analyzed particularly in
the presence of vessel traffic. It is evident in Fig. 3a that the difference in average vessel noise level around
1 kHz was almost 12 dB higher during period II as compared to period I, maintaining  5 dB noise level up

Fig. 2. Characteristics of ambient noise in the absence of vessel noise during 12 hour periods.
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to 2.5 kHz frequency band. The corresponding standard deviation of the data exhibit meager variation as
the vessel generated noise varies rapidly over a period of time (Fig. 3b). During period I, the higher number
of data occurrence (as displayed in Fig. 3c) is noticeable in the lower noise level band, whereas the distribution
of data occurrence dominantly shift towards the higher noise level band (Fig. 3d). The results illustrated in
Fig. 3 further highlight the characteristics of vessel traffic on the ambient noise fluctuation during period II.

The wind speed dependence on the ambient noise variability was also examined for the entire dataset
as shown in Fig. 4. It is obvious in Fig. 4a that the average noise level increases linearly with the Beaufort
scale, whereas the corresponding standard deviation decreases with an increase in the Beaufort scale (Fig.
4b).

The fluctuation spectra corresponding to periods I and II were subsequently computed from the time
series noise at frequencies ranging between 0.5 to 5 kHz with an increment of 0.5 kHz. The observed noise
spectrum level during period I vary between 61-87 dB and 50-35 dB at 1 and 5 kHz respectively (Fig. 5). On
the other hand, the observed noise spectrum level during period II vary between 66-98 dB and 53-86 dB at
1 and 5 kHz respectively (Fig. 6). By examining Fig. 5 and 6, the greater variability with time and the higher

Fig. 3. Characteristics of ambient noise in the presence of vessel noise during 12 hour periods.

Fig. 4. Observed noise level fluctuation at Beaufort scale 2 and 3.
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Fig. 5. Fluctuation spectrum during 12 hour midnight to noon time

Fig. 6. Resulting fluctuation spectrum during 12 hour noon time to midnight.
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average noise level is evident during period II. The increase in the average noise level up to 12 dB observed
during period II can be attributed to vessel traffic related activity together with the sea breeze effect. The
obtained results are in good corroboration with the typical characteristics of noise data recorded in the
coastal region with moderate shipping activity.

5. CONCLUSION

Most of the reported studies on ambient noise fluctuation analysis were concerning the entire day. Here, in
this study, the fluctuation of ambient noise in two 12 hour periods and also the ambient noise variability
during the presence and absence of vessel noise in each period were reported. In the absence of vessel
noise, the ambient noise fluctuation was higher during period II and it was because of local sea breeze
effect. Whereas in the presence of vessel noise, an increase of 12 dB was observed during period II and it is
found to be the vessel movement, since the deployed position of the ambient noise system was in the
vicinity of vessel activity region. Wind speed dependence on noise variability revealed that the ambient
noise level increases with increase in Beaufort scale.

Thus the present investigations lead us to conclude that the ambient noise variability off Kakinada
during northeast monsoon month of November 2014 was examined to be higher in the 12 hour period that
starts at noon and was found to be due to the vessel traffic activity jointly with the sea breeze effect.
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EDITORIAL

Human verbal communication is achieved through the speech production and hearing mechanisms. Any
impairment in these mechanisms will result in a variety of communication disorders. Profession of Audiology
and Speech language Pathology deals with diagnosis, assessment and management of these disorders as
well as rehabilitation of persons with these impairments. Speech processing and analysis play a crucial role
in this profession, as it helps in proper diagnosis, accurate assessment and effective rehabilitation.

A session on "Speech and Sound Perception" was included in the National Symposium on Acoustics 2015
held at CSIR-NIO, Goa. As many as 29 papers covering different aspects such as speech perception, speech
signal processing, speaker recognition etc were presented in this session. The editorial team of JASI selected
eight of these papers to be brought out as a special issue on "Acoustic analysis and signal processing for
communication disorders". After careful reviews from experts in respective fields, these papers were organized
into three groups and included in this special issue. The intention of the special issue is to stimulate and
guide development of innovative and improved strategy for research in the application of state-of-the-art
techniques of speech processing and analysis in the field of communication disorders.

The first group on sound processing in hearing aids includes a paper by Geetha, Rajarajan & Kishore
Tanniru which is an investigation on the benefit of directionality and DNR of binaural WDRC wireless
technology hearing aids on speech intelligibility in a noisy environment.

Four papers in the second group, focus on various aspects of speech production or speech perception by
normal persons or by persons with communication disorders. In the first paper of this group, Savithri S.R,
Sreedevi N, Soumya K and Sushma S have attempted to relate the type and development of rhythm with two
parameters - Fundamental frequency (F0) and Intensity (I0) measurements. Results showed that the type of
rhythm varied with F0 or I0. The second paper in this group by Prawin Kumar, Geetha C and Manjunatha Y
N concludes that the children using hearing aids showed prolonged latency and reduced amplitude for
waves P1 and N2. The 3rd paper in this group is by Vineetha C.V. and Sujeet Kumar Sinha,  is aimed to
investigate correlation of speech signal encoding between cochlea, brainstem and cortical auditory processing
in normal young adults and middle aged individuals. The 4th paper is from Shweta Bansal and Agrawal S
S which analyzes the differences in nasality formant frequency and pronunciation of Hindi phonemes
spoken by the native Hindi speaker and Punjabi and Nepali speakers.

In the third group, three papers are included which deal with speech recognition and speaker recognition.
The paper by Arjun M S and Rajasudhakar R reports the study conducted to develop a benchmark for speaker
identification suing LPC on vowels preceding nasal continuants in Kannada.  The second paper, a pilot
study by Akshay M M, Sangeetha Mahesh and Fathima Mohyadeen, provided some proof to examine the
efficiency of semiautomatic annotation of read speech using speech recognition.  The third paper is a study
of nonlinear properties of vocal tract and its effectiveness in speaker modeling by Sunil Kumar R K.
Muraleedharan K M, Vivek P and Lajish V L.

As I conclude this overview, I would like to thank Dr. Biswajit Chakraborty, Chief Editor of JASI for his kind
support throughout the preparation of this special issue. Our sincere gratitude to the reviewers listed below
for sparing their valuable time and for all the inputs in ensuring the quality of the selected papers. I would
also like to acknowledge Dr. S.R. Savithri, Director, All India Institute of Speech and Hearing, Mysuru for her
support and guidance in bringing out this special issue.

Dr. Ajish K Abraham
Guest Editor

Professor of Electronics and Acoustics & Head, Dept. of Electronics,
All India Institute of Speech & Hearing,

Manasagangothri, Mysore - 570006, India
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ABSTRACT

Speech rhythm, a prosodic feature, refers to an event repeated regularly over a period of time.  It
differs based on language and the types of syllables used in a language. Rhythm of several languages,
as evident in adults' spoken speech, has been classified as syllable-, mora-, and stress-timed. The
current study is an attempt to explore the type and development of rhythm in typically developing
Kannada speaking children in the age range of 3-4 years using fundamental frequency (F0) and
Intensity (I0) measurements. With respect to F0 measure, vocalic and intervocalic pair-wise
variability indices (PVIs) showed syllable-timed rhythm. As regards to I0 measure, PVIs indicated
the use of mora-timed rhythm. Hence, the rhythm type varied with the parameter in question (F0
or I0). The results can be used to assess and rehabilitate children with communication disorders as
they may have problems associated with prosodic aspects of speech.

1. INTRODUCTION

Rhythm is the systematic patterning of timing, accent and grouping in sequences of events. Spoken languages
differ in characteristic rhythm [1,2] and, with respect to adult speakers, have been organized as stress-
timed, syllable-timed or mora-timed, based on the Rhythm Class Hypothesis. The Rhythm Class Hypothesis
states that each language belongs to one of the prototypical rhythm classes as stated earlier. If a language
has simple syllabic structure, for e.g. CV or CCV ('V' - vowel; C- consonant), the durational difference
between the simplest and most complicated syllable is not large. It is possible to generalize and say that the
duration of any syllable is less than 330 ms. Under these circumstances, one can use a fast syllable-timed
rhythm. If the syllable structure is still simpler, for example V or CV, then the durational difference between
syllables is negligible in which case the rhythm of the language can be described as being mora-timed.  If a
language has complex syllables, for e.g. V and CCCVCC, the difference between syllables can be very large.
For example, the duration of syllable V (/a/) can be 60 ms and that of CCCVCC (e.g. /strength/) can be 600
ms. In these languages, one has to use a slow stress-timed rhythm.

The development of the concept on rhythm measurement began with the idea of isochrony - i.e. each
syllable has equal duration. The first attempt to test Rhythm Class Hypothesis was made by [2] using the
average syllable duration, but was not found to be effective in classifying rhythm types. Roach[3] used
inter-stress interval which could not classify speech rhythm in languages.  The existence of two rhythmic
categories-stress and syllable timing-has been the basis of phonetic research on rhythm.  Ramus and
colleagues[4] measured and found that  vocalic duration (% V) and Standard Deviation of consonant
intervals (C) provided best acoustic correlates of rhythm classes. The Pair-wise Variability Index (PVI)
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was developed by Low [5] for rhythmic analyses, which is a quantitative measure of acoustic correlates of
speech rhythm. It calculates the patterning of successive vocalic and intervocalic intervals. The normalized
Pairwise Variability Index (nPVI) and raw Pairwise Variability Index (rPVI) were developed by Low et al
[6] and are used for rhythmic analyses of vocalic and intervocalic durations, respectively.  Later on, Delwo[15]
who was concerned about speech rhythm being susceptible to variable speech rate, devised a variation
coefficient for C called the Varco C. However, the PVIs are the most widely used rhythm metrics and the
classification of rhythm in languages is based on the following pattern. Table 1 shows the classification of
rhythm based on PVIs.

In the Indian scenario, there have been attempts at examining rhythm manifestations [7,8,13] and also
attempts at development of speech rhythm in young children. Savithri et al [7] investigated the rhythm of
two etymologically unrelated languages - Hindi (Indo-Aryan) and Kannada (Dravidian) and reported Hindi
to be a syllable-timed language (high rPVI and low nPVI) and Kannada to be a mora-timed language (low
rPVI and nPVI).  Further, Savithri et al [8] investigated speech rhythm in 12 Indian languages and reported
mora-timed rhythm in Assamese, Punjabi, Telugu, Marathi and Oriya; syllable-timed rhythm in Bengali,
Kodava, Malayalam, Tamil and Kashmiri; but, Rajasthani and Gujarathi could not be classified. Savithri et
al [13] investigated development of speech rhythm in Kannada speaking children in the age range of 3-12
years using durational PVIs of vocalic and intervocalic intervals. The results indicated a developmental
trend in speech rhythm.  An increasing trend, though not linearly, in the PVIs with age has been noted.

It must be remembered that, even though PVIs were widely used to calculate durational difference
between successive vocalic and intervocalic intervals, it is a completely general concept.  The application
can be extended to other phonetic units such as feet (sing. 'foot'- one stressed syllable followed by at least
one unstressed syllable), fundamental frequency (F0) and intensity (I0). For example, [22] criticised the
excessive calculation of PVIs on duration citing that rhythm of a complex signal such as speech cannot be
solely reliant on duration alone. In their study, they explored rhythm in Estonian, English, Mexican and
Castillian Spanish (two dialects of Spanish) at the level of the foot, their speculation being that, rhythm at
the level of foot and syllables may be coexisting yet independent, thus raising the possibility of rhythm
being an orthogonal dimension. Normalised syllable and foot PVIs were computed for all languages. In
terms of nSPVI (normalised syllable PVI), English stood apart with the highest value of 59.06, while Mexican
Spanish had the highest nFPVI (normalised Foot PVI) of 44.47. Results revealed that while there was a stark
difference between English and Estonian in terms of nSPVI (English-59.06 (1.41), Estonian-43.93 (1.29)), the
nFPVI for the two were nearly the same [English-33.91 (3.65), Estonian-33.92 (0.83). This could give rise to
the possibility of the two languages having different yet same rhythm. The authors hence speculated that
timing at the level of syllable and foot could vary orthogonally which contradicts with the uni-dimensional
concept of rhythm.

Also, literature documenting rhythm research is filled with inconsistencies. While [4] conclude that
%V and C are the best metrics to classify rhythm of a language, [12] showed that the PVIs offered different
classification for the same language. For example, PVIs classified Thai to have stress-timed rhythm while
%V and C classified it to have syllable-timed rhythm. While %V-C classify Japanese distinctly as having
mora-timed rhythm, PVI scores show Japanese as being syllable-timed. It has also been shown that durational
metrics are vulnerable to method of elicitation of speech samples (for e.g., spontaneous speech, read text
and read sentences) and kind of material used [23]. These discrepancies might lead one contemplate the

Table 1. Classification of rhythm based on PVIs

Intervocalic Interval (IV) Vocalic Interval (V)

Stress-timed High High
Syllable-timed High Low
Mora-timed Low Low
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role of intensity (I0) and fundamental frequency (F0) which also contribute to perception of prosodic
prominence. Hence, analyzing duration alone as a measure of rhythm may not truly reflect rhythm of a
language.

Certain languages are known to use F0 and I0 in varying extent to produce lexical stress and sentence
accent. In a study on acoustic and perceptual correlates of stress in Kannada language, [24] reported
lengthened word duration, shortening of stressed word, prolongation of the stressed word, extra effort in
production, pause before or after stressed word, raising or falling intonation in stressed word and articulation
as perceptual correlates and lengthening of duration, increase in fundamental frequency and intensity as
acoustic correlates. Thus, changes in duration, pitch and loudness were observed to be major cues for
perception of stress. In another study, [25] investigated relative importance of F0, intensity and duration in
the identification of word stress in Kannada language. The results indicated that increments in duration
were a major cue, followed by increments in F0 and intensity. Likewise, [26] studied acoustic correlates of
stress in WH and Y-N interrogatives in Kannada and found that F0, intensity and duration played an
important role in stress perception. A study by [27], on stress perception in normals and patients with
cerebro-vascular accidents also revealed similar findings although duration seemed to the most important
cue. That, the role of markers of prosodic prominences such as F0 and intensity need to be investigated to
advance our understanding of rhythm has been emphasized by [28, 29, 30, 31].

Since prominence is a central concept in the definition of rhythm, and as F0 serves as a powerful cue in
the production of prominent syllables, it needs to be investigated in order to advance our understanding of
rhythm [9]. In this context, the present study uses fundamental frequency (F0) and intensity (I0) to measure
PVIs in typically developing Kannada speaking children in the age range of 3-4 years. The results of the
current study are compared with a parallel study on rhythm development in 3-4 year old children that
considered duration as the identifying parameter of rhythm [13]. As the latter study reported significant
gender difference, and as it is known that girls perform better than boys in almost all aspects of speech and
language [21], the data of the present study were also compared between boys and girls to evaluate for the
same.

2. METHOD

2.1 Material

Simple picture naming cards from the fluency test developed by [10] was used to elicit five minute speech
sample.

2.2 Participants

Thirty native Kannada speaking, typically developing children in the age range of 3-4 years (15 girls and 15
boys) participated in the study. All participants were screened informally to rule out any deficits in oral
mechanism and function, speech, language, and hearing.

2.3 Procedure

A five-minute speech sample of each child was elicited. The children were tested individually and were
instructed to see the pictures carefully and speak about them. Prompting was used at times when the child
did not respond.

2.4 Instrumentation

The speech samples were audio-recorded using Olympus Digital Voice Recorder at a sampling frequency
of 44,100 Hz. The audio recorder comprised of two internal 90 degree directional stereo condenser
microphones. The speech samples were transferred onto the computer memory and zoomed using the
PRAAT 5.1.14 software [11].
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2.5 Analyses

The maximum fundamental frequency (F0) and intensity (I0) for each vocalic and intervocalic interval
were extracted and noted using the Excel sheet of Microsoft. These data were used to calculate pair-wise
variability index (PVI). Figure 1 illustrates the maximum F0 and I0 measurement at vocalic (V) and
intervocalic (IV) segments.

Fig. 1. Illustration of Frequency (F0) or pitch and intensity (I0) measurement of vocalic (V) and
intervocalic (IV) segments in the sentence [ondu:ralli ondu ka:ge ittu].

On obtaining the maximum F0 and I0 measures, the difference between each successive vocalic and
intervocalic segments was calculated and averaged to obtain PVIs. Pairwise Va-riability Index [12] was
used as a measure of rhythm. PVIs were calculated using the formulae given by Grabe and Low (2000) as
follows:

(1)

and (2)

where 'm' is the number of vocalic/ intervocalic intervals and 'f' and 'i' are frequency and intensity,
respectively at the  kth interval.

3. RESULTS

3.1 PVIs for F0

The vocalic PVI ranged between 0.021 to 0.082 with a mean of 0.062 and the intervocalic PVI ranged from
0.036 to 0.165 with a mean of 0.095.  The results showed intervocalic PVIs to be higher than vocalic PVIs
thereby reflecting syllable-timed rhythm type. Table 2 shows PVIs of all thirty participants (15 boys and 15
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Table 2. Vocalic PVIs and Intervocalic PVIs for F0

Sl.No. Vocalic PVI Intervocalic PVI

Boys Girls Boys Girls

1. 0.056 0.072 0.076 0.106
2. 0.055 0.112 0.093 0.165
3. 0.045 0.061 0.077 0.143
4. 0.050 0.066 0.082 0.071
5. 0.039 0.068 0.087 0.102
6. 0.082 0.069 0.157 0.100
7. 0.070 0.056 0.080 0.111
8. 0.055 0.058 0.098 0.124
9. 0.050 0.057 0.091 0.064
10. 0.057 0.040 0.077 0.036
11. 0.068 0.048 0.119 0.081
12. 0.045 0.062 0.065 0.091
13. 0.021 0.080 0.055 0.131
14. 0.045 0.067 0.091 0.107
15. 0.036 0.072 0.066 0.125
Avg. 0.05 0.066 0.088 0.104
SD 0.014 0.065 0.024 0.102

Fig. 2. Mean Vocalic and Intervocalic PVI for F0 in boys and girls

girls) of age 3-4 years. Figure 2 shows mean PVIs for F0 in 3-4 years old boys and girls. Girls had higher
F0PVIs compared to boys. Vocalic and intervocalic F0 PVI variations were greater in girls compared to
boys.  Intervocalic F0 PVIs were greater than vocalic F0 PVIs
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3.2 PVIs for I0

The vocalic PVI for I0 ranged from 0.013 to 0.033 with a mean of 0.023 and intervocalic PVI ranged from
0.018 to 0.063 with the mean of 0.04. This data revealed that both vocalic and intervocalic PVIs were low,
indicating mora-timed rhythm. Table 3 shows PVIs of all 30 participants. Mean PVIs in 3-4 years old boys
and girls is represented in figure 3. Girls had higher I0PVIs compared to boys. Vocalic and intervocalic 0
PVI variations were greater in girls compared to boys.  Intervocalic I0 PVIs were greater than vocalic I0
PVIs.

3.3 Comparison between PVIs of F0 and I0

Results of Mixed ANOVA showed main effect of parameters {vocalic PVIs [F(1,25) = 263.687; p< 0.05]
intervocalic PVIs [F (1, 25) = 79.744; p<0.05]}.Main effect of gender was also observed for vocalic [F(1,25) =
10.199; p<0.05] and intervocalic PVI [F (1,25) =6.897; p<0.05]. Results also revealed interaction effect for F0
on vocalic PVI {vocalic PVI * gender [F (1,25) = 9.488; P< 0.05} and no interaction effect for I0 { PVI * gender
[F (1,25) = 2.364; P> 0.05}. Results indicated significantly higher intervocalic PVI compared to vocalic PVI.
Also girls had significantly higher vocalic and intervocalic PVIs compared to boys.

Spoken Kannada language inherently is said to be of mora-timed rhythm as judged by [7]. In the
literature, it has been reported that PVI(IV) < PVI(V) based on duration as a parameter. However, the
opposite trend is seen, i.e., PVI(IV)>PVI(V) when F0 and I0 are used as parameters to measure rhythm.

Table 3. Vocalic PVIs and Intervocalic PVIs for I0

Sl.No. Vocalic PVI Intervocalic PVI

Boys Girls Boys Girls

1. 0.021 0.030 0.029 0.038
2. 0.031 0.031 0.041 0.039
3. 0.023 0.019 0.035 0.031
4. 0.015 0.023 0.033 0.029
5. 0.013 0.027 0.018 0.026
6. 0.020 0.033 0.030 0.041
7. 0.026 0.021 0.035 0.035
8. 0.014 0.027 0.022 0.050
9. 0.017 0.025 0.027 0.054
10. 0.027 0.020 0.045 0.049
11. 0.027 0.019 0.058 0.04
12. 0.021 0.023 0.059 0.048
13. 0.019 0.024 0.053 0.048
14. 0.031 0.021 0.049 0.037
15. 0.023 0.024 0.063 0.054
Avg. 0.022 0.0249 0.037 0.042
SD 0.006 0.025 0.014 0.041

4. DISCUSSION

The results of the present study reflected several salient findings. First, with respect to PVI for F0, it was
observed that children used syllable-timed rhythm. Rhythm class hypothesis [2], states that a language can
be classified to have stress-timed rhythm, when PVIs are high,  mora-timed when PVIs are low, and syllable-
timed when intervocalic PVI is high , vocalic PVI is low.  On an NPVI-vocalic/intervocalic plane, data
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points falling close to 1 were considered to reflect high PVIs, while those falling less than 0.5 were considered
to reflect low PVIs.

As the children showed relatively higher intervocalic PVI as compared to vocalic PVI, we can assume
that, according to F0, the children had syllable-timed rhythm.

Second, as regards to I0, mora-timed rhythm was used. Previous study [13] based on duration parameter
reported low vocalic and intervocalic PVIs in 3-4 year old children which indicated mora-timed rhythm.
The vocalic PVI ranged between 0.087 to 0.322 with a mean of 0.164 and the intervocalic PVI (IV PVI)
ranged from 0.087 to 0.287 with a mean of 0.163. Therefore, there was a variation in the results when
measured by different parameters. This can be because when we are measuring PVIs using F0 or I0 or
duration (D0), we compute the relative measure of that parameter. When we compare relative measures of
F0, I0 and D0, F0 shows the greatest amount of variation. As a result, PVIs for F0s showed syllable timed
rhythm and PVI for I0 and D0 showed mora-timed rhythm.

Third, the study also revealed gender effect for PVI for F0 and I0 where, girls had higher PVIs than
boys for both the parameters. This could be attributed to the use of better intonation patterns by girls than
boys. As we calculate the difference between each successive vocalic and intervocalic segment to obtain
PVIs, a wider difference yielded higher PVIs. Figure 4 illustrates the VPVIs for F0 in boys and girls.

Comparison of VPVIs in boys and girls showed that scattering of PVIs on F0 was wider in boys compared
to girls indicating high variations in the usage of F0 within boys. Results of the study [17] in boys and girls
(average age in boys = 12.11, average age in girls = 13.0) also indicated higher SD on F0 in boys (43.8)
compared to girls (16.1) in a reading task and counting task (boys = 39.8; girls = 19.6).

Fourth, PVIs for F0 was significantly higher compared to those for I0. Fant [16] opined that contrastive
to large changes in F0 in connected speech, human speech covers an intensity range of 30 dB. Vowel that
carry main stress have a sound pressure level of approximately 65 dB at one meter conversational difference
and the unvoiced consonants are on an average 20 dB weaker. However, the natural range of variation for
non-nasal voiced sounds produced by average male subjects is around 60-240 Hz. Females on an average
have one octave higher fundamental pitch. In case of children, the individual spread is even large. It has
been showed that spectrum envelopes fell at an approximate rate of 12 dB/octave and that the rate of fall
at higher pitch ranges is greater for lower voice effort because of less abrupt transitions from closed to open

Fig. 3. Mean Vocalic and Intervocalic PVI for I0 in boys and girls
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Fig. 4. Individual data VPVIs for F0
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Fig. 5. PVIs for duration in children (blue colour) and adults speaking
Kannada and PVI for F0 and I0 (red colour).

phase and vice versa. "As a rule of thumb, a change of voice level at constant pitch which causes the level
of the first formant to increase 10 db will cause an increase of 4 dB  in the level of voice fundamental.
Similar relations hold from the shift from a medium to a low voice effort" [16].

The results of the present study were compared with those of the study by Savithri and colleagues [13]
on PVIs for duration. It was observed that PVIs on duration were significantly higher than those on F0 and
I0. Results of study by Nataraja and Savithri [18] indicate that the F0 range in speech was 304 Hz (adult
females) and intensity range was 22 dB. Compared to duration, F0 and intensity do not change much.
Pepiot[19] reported an F0 range of 90 Hz and 41 Hz, respectively in adult female and male American
English speakers and an F0 range of 74 Hz in females and 40 Hz in male French speakers. A longitudinal
study [20] on children aged between 8-11 years old reported that the 8-, 9- 10- and 11- year olds exhibited
an F0 range of 204-270 Hz, 198-264 Hz, 208-259 Hz and 195-259 Hz respectively. Also, while calculating
nPVIs in duration, the difference between successive intervals roughly equalled the average of two successive
intervals, thereby yielding higher nPVIs, which was unlikely in case of F0 and I0.

Results of study by Savithri and colleagues[7] in adults speaking Kannada revealed higher vocalic PVI
compared to intervocalic PVI. However, in the present study the intervocalic PVI was higher than vocalic
PVI for F0 and I0. Figure 5 shows a comparison of the result of the present study with that of Savithri and
colleagues [7].

The study also sought to compare the findings with those of  Grabe and Low[12] in order to study the
rhythm of Kannada in relation to other languages of the world. These authors [12]  extracted vocalic and
intervocalic PVIs of different languages of the world and reported stress-timed rhythm in British English,
German, Dutch and Thai; syllable-timed rhythm in Tamil, Spanish, French, and Singapore English; mora-
timed rhythm in Japanese and mixed rhythm in Polish and Catalan. Figure 6 was prepared based on the
data given by Grabe and Low [12]  in their article on Durational Variability in Speech and the Rhythm
Class Hypothesis and the data of the present study along with that by Savithri and colleagues [13] on
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Fig. 6. Vocalic and intervocalic PVIs in Kannada (F0, I0) and other languages (duration) of the world.

duration was inserted on the figure for a comparison. In the present study and in the study by Savithri and
colleagues [13]  all normalized values varied in the range of 0 to 1. Hence all these normalized values were
multiplied by 1000 for the sake of comparison.

Overall, we can observe that the children in the current study did exhibit certain characteristics of
syllable-timed rhythm. By default, it is reported that children in the earlier stages of language acquisition
produce speech in a syllable-timed rhythm irrespective of the inherent rhythm of the native language [14].

That the possibility of a language having two kinds of rhythm based on the parameter under question
(for e.g., whether duration or foot) has been described by [22]. The current study targets a fairly young age
group of 3-4 years. The fact that they are still in developmetal stages of speech production could have
resulted in subtle variation in rhythm realisation. Whether Kannada truly exhibits two kinds of rhythm
needs to be examined only after studying the same in older children and adults.

5. CONCLUSION

The present study investigated the type of speech rhythm in normally developing Kannada speaking children
aged 3-4years by measuring vocalic and intervocalic frequency and intensities. PVIs measured using F0
revealed syllable-timed rhythm and PVIs with respect to I0 indicated the use of mora-timed rhythm.
However, study by Savithri and col-leagues [13] reported that children used mora-timed rhythm at the age
of 3-4years. These measures are helpful in correlating the speech rhythm types in different languages and
in different age groups.
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ABSTRACT

The present study aimed was to check speech evoked cortical potentials latencies and amplitude
measures at different intensity levels (75 dB SPL, 65 dB SPL& 55 dB SPL) using different speech
stimuli (/m/, /t/ & /g/) in children using hearing aids and compared with age-matched typically
developing children. There were 44 children (17 children with normal hearing and 27 children
using hearing aids) in the age range of 2 to 5 years participated in the present study. The recorded
cortical auditory evoked potentials were marked for the two major peaks (P1 & N2) for each stimulus
and at each intensity level in both the groups. The results showed that in general the mean latency
measures at each speech stimulus and at each intensity level were prolonged (poorer) in children
using hearing aids in comparison to typically developing children. Similarly, mean amplitude
measures at each intensity for each speech stimulus was reduced (poorer) in children using hearing
aids compared to typically developing children. However, there were no statistically significant
effects of speech stimuli (/m/, /t/, & /g/) noticed at each intensity level for both latency as well as
amplitude measures (P1 & N2) in children using hearing aids and typically developing children. In
addition, it was observed in the present study that the CAEP responses were reduced in hearing
aid users as the intensity level was reduced from 75 to 55 dB SPL. To conclude, hearing aid users
showed prolonged latency and reduced amplitude for wave P1 and N2 in comparison to age-
matched typically developing children. The above finding probably indicates that hearing aid users
are able to detect the different speech stimulus at each intensity level which indicates stimulation
of different frequency regions at cortex.

1. INTRODUCTION

It is always challenging to assess hearing aid effectiveness using behavioural techniques in very young
children. There was considerable interest in using the auditory brainstem response (ABR) to assess hearing
aid effectiveness during the 1980[1, 2]. However, there were some issues with the use of ABR to assess
utility of amplification devices. Stimuli like clicks and brief tone bursts suitable for ABR recordings may be
too brief to activate a hearing aid's compression circuitry[3]. A hearing aid activated by the stimuli typically
used for ABR testing may perform differently than it would for a speech stimulus. Cortical auditory evoked
potentials are an emerging tool for hearing aid fitting evaluation in young children who cannot provide
reliable behavioural feedback[4]. They suggested that the presence or absence of CAEPs can provide some
indication of the audibility of a speech sound for children with sensorineural hearing loss. Findings have

© 2016 Acoustical Society of India
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been suggested that the CAEPs can be used as an objective tool to evaluate whether amplified speech
sounds are audible in infants and children fitted with hearing aids[5-7]. It was concluded that the presence
or absence of CAEP responses was effective in showing whether increased sensation levels provided by
amplification were sufficient to reach the auditory cortex. This was clearly apparent from the significant
increase in cortical detection when comparing with unaided testing [8]. They found that the higher sensation
level led to a greater number of present CAEP responses being detected. CAEPs can be elicited using both
tonal and speech stimuli. Speech stimuli have better face validity for hearing aid evaluation but unfortunately
are not available in most clinical evoked potential systems. CAEPs can be reliably recorded in young infants
and therefore provide a useful tool for objectively evaluating hearing aid success in this population and in
children who are difficult to test behaviourally[9].

Reduced auditory input early in life has an impact on the development of the central auditory functions
reflected by the specific pattern of CAEPs[10]. The interaction and the combination of at least two factors,
delay in maturation and deficit in central auditory system, could contribute to the pattern of result obtained
in children with hearing impairment. The measurements on the cortical responses of babies with normal
hearing has shown that cortical responses to /m/, /t/ and /g/ can always be detected, provided the
babies are awake, alert and be physically active. The shape of the cortical responses varies markedly with
age (Golding, Pearce, Seymour, Cooper, Ching, & Dillon, 2007). The detailed shape and magnitude of the
cortical responses also varies from person to person, and from time to time within the same person, depending
on the alertness or drowsiness of the person.

The aided CAEPs testing in hearing aid benefit assessment of children showed enhancement of the
physiologic activity of the auditory cortex paralleled the enhancement in the psychophysical tests (Hassaan,
2011). It could be a solution to the difficulties encountered in the assessment of hearing aids benefit in
infants and very young children. In spite of sporadic existence of literature on cortical auditory evoked
potentials to measure the brain's response in hearing aid users, there is a dearth of information to highlights
the hearing aid benefit using speech evoked CAEPs. Hence, present study aimed to investigate the effect of
different speech stimuli (/m/, /t/ and /g/) at different intensity (75dB SPL, 65dBSPL and 55dBSPL) levels
on the aided cortical auditory evoked potentials and comparison with the age-matched typically developing
children.

2. METHOD

There were 44 children, out of which 17 children (8 males & 9 females) with normal hearing (control group)
and 27 children (11 males & 16 females) with severe to profound sensorineural hearing impairment
(experimental group) using own hearing aids in the age range of 2 to 5 years participated in the study.
Experimental group were using their own hearing aids with appropriate amplification as prescribed by
qualified Audiologists. Control group participants had hearing sensitivity within 15dB HL for octave
frequencies between 250 and 8000Hz.They had A/As type tympanogram with reflexes present in both ears
which indicated normal middle ear functioning based on Immittance evaluation. All the typically developing
children had normal outer hair cell function, based on transient evoked otoacoustic emissions. Experimental
group had severe-to-profound sensorineural hearing loss based on conditioned pure tone audiometry/
click evoked auditory brainstem responses, normal middle ear functioning based on Immittance evaluation,
and outer hair cell dysfunction based on transient evoked otoacoustic emission. They were using their own
digital BTE hearing aids and aided audiograms were well within the speech spectrum at least up to 2 kHz.
All behavioural and electrophysiological testing were carried out in a well illuminated and sound treated
room.

CAEPs recording were done using the HEARLab instrument, Aided Cortical Assessment (ACA) software
module with default setting. The speech stimuli (/m/, /g/ and /t/) of 30 ms duration with band pass filter
of 1-30 Hz at 1.1/s repetition rate used for aided CAEPs. The speech stimulus was presented using
loudspeaker in sound field. The children were made to sit comfortably on a reclining chain. Silent movies
and cartoons were played and visual distracters like toys, puppets were used to reduce the movement of
the child and to make sure that the child is awake. The electrode sites Cz (non-inverting), upper forehead
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(inverting) and mastoid (ground) were cleaned with the help of NUprep gel and the button electrodes
were placed on the prepared site. The loudspeaker was placed one metre away from the subject at the level
of ear at an angle of 0° azimuths. The above method was approved by the Ethical Committee of AIISH and
written consents were obtained from all the participant's parents or caregiver.

The cortical potential system i.e. HEARLab used in present study judges presence or absence of cortical
responses based on a derived statistical techniques i.e. Hotelling T2 method along with p-value in a separate
window on the screen. Hotelling's T2 uses the averaged responses, which calculates the probability (p) by
comparing the mean value of any linear combination of variables, which are significantly different from
zero. The resultant p-value is represented graphically, which are colour coded for different speech stimuli.
A p-value of less than 0.05 indicated presence of responses for each speech stimulus at each intensity level
(Figure 1).

Fig. 1. Hotelling's T2 technique for the statistical detection of the responses.

AEP responses were Statistically analyzed using SPSS (version 18). Mean and standard deviations
(SD) were obtained using descriptive statistics for latencies and amplitudes of P1 and N2. Since the data
was not normally distributed based on Shiparo-Wilk test, non-parametric test was performed. Non-
parametric test includes Friedman test for within group comparison i.e. to compare latency as well as
amplitude measures for different speech stimuli (/m/, t/ and /g/) at 75dBSPL, 65dBSPL and 55dBSPLin
each group. Further, comparison between groups was done using Mann Whitney U tests for different
speech stimuli at each intensity level.

3. RESULTS

The CAEPs were detected at three intensity levels and for three different speech stimuli in both the
groups. In typically developing children, the detection of P1 and N2 peaks of CAEP responses were observed
at each intensity for /m/, /g/ and /t/ speech stimuli i.e. 100% detection rate. However, in children with
severe to profound hearing impairment using hearing aids, shows 100% detection rate at 75 dB SPL for /
m/, /g/, /t/ sounds and at 65 dB SPL for /m/ and /g/ sounds only. However, the detection rate was 89%
at 65 dB SPL for /t/ sound. Further, at 55 dB SPL the detection rate was 68% for /m/ sound, 54% for /g/
sound and 49% for /t/ sound in children using hearing aids. The detection rate was lowest at 55 dB SPL
compared to 75 dB SPL and 65 dB SPL in hearing aid users. The mean and standard deviation (SD) of
cortical potentials latency and amplitude measures at different intensity for each speech stimulus in typically
developing children and children using hearing aids are mentioned in table 1 and 2 respectively.
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Table 1. Mean and standard deviation (SD) of latency and amplitude of P1 and N2 at 75dBSPL, 65dBSPL
and 55dB SPL, for the stimuli /m/, /t/ and /g/ for the control group.

CAEP Latency measures (millisecond)

75 dB SPL 65 dB SPL 55 dB SPL

Mean SD Mean SD Mean SD

/m/ P1 105.93 29.94 104.03 33.22 102.70 32.42
N2 207.86 40.79 203.32 53.28 207.55 61.25

/t/ P1 103.14 32.54 99.50 31.71 95.60 31.44
N2 206.92 52.67 186.78 46.16 176.82 42.32

/g/ P1 94.35 28.40 95.32 29.88 90.85 22.47
N2 204.10 44.45 187.57 46.26 188.07 52.64

Amplitude measures (microvolt)
/m/ P1 5.39 4.80 4.66 4.86 5.50 3.74

N2 -7.41 4.10 -7.20 5.16 -5.22 4.58
/t/ P1 4.91 3.96 3.54 2.15 4.45 3.55

N2 -7.50 5.04 -6.65 4.03 -4.28 5.33
/g/ P1 6.70 4.84 5.70 4.81 5.44 3.99

N2 -5.52 4.55 -4.89 3.91 -4.60 3.05

Table 2. Mean and standard deviation of latency and amplitude of P1 and N2 at 75dBSPL, 65dBSPL and
55dB SPL, for the stimuli /m/, /t/ and /g/ for the experimental group.

CAEP Latency measures (millisecond)

75 dB SPL 65 dB SPL 55 dB SPL

Mean SD Mean SD Mean SD

/m/ P1 125.43 30.30 126.96 37.23 122.11 25.64
N2 242.31 60.25 240.61 47.69 229.50 30.90

/t/ P1 127.06 39.83 123.11 28.01 122.45 25.21
N2 244.32 59.91 237.30 50.57 206.55 37.64

/g/ P1 149.73 175.43 120.19 25.10 114.29 13.83
N2 227.67 58.75 229.58 46.52 207.29 28.31

Amplitude measures (microvolt)
/m/ P1 2.93 3.59 2.13 1.86 2.44 1.06

N2 -4.47 3.91 -4.44 3.81 -3.64 2.65
/t/ P1 2.97 2.59 2.51 2.33 1.84 2.62

N2 -3.79 3.59 -4.65 4.41 -3.63 3.87
/g/ P1 2.96 2.17 2.77 1.68 2.07 1.51

N2 -4.88 3.10 -3.67 2.90 -4.37 3.76

From the table 1 and 2, it is observed that the latency of the peaks P1 and N2of cortical potentials for
different speech stimuli were prolonged (poorer) in hearing aid users in comparison to typically developing
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children. Similarly, amplitude of peaks P1 and N2 were reduced (poorer) in hearing aid users in comparison
to typically developing children. In addition, standard deviation of latency for N2 is larger than that for the
P1 in both the groups. Similar trend was observed for the amplitude in both the groups at each intensity
level.

A sample waveform is mentioned in figure 2 and 3, which shows the better morphology of CAEP
responses obtained from typically developing children with normal hearing in comparison to children
using hearing aids at different intensity levels. In figure 2 and 3, in the left panel, the automatic detection of
the presence or absence of responses is mentioned as screen shot. The different colour represents different
speech stimuli i.e. red colour for /m/, green colour for /g/ and blue colour for /t/ speech sound and right
hand side there are three boxes which represents presence or absence of cortical responses at different
intensity levels i.e. 75 dB SPL, 65 dB SPL, and 55 dB SPL.

For within group comparison at each intensity level for different speech stimuli, Friedman test was
done. The result shows no statistically significant differences between different speech stimuli at each
intensity level i.e. at 75 dB SPL, 65 dB SPL, and 55 dB SPL for both P1 and N2 latency and amplitude
measures in each group. The Friedman test indicates that in each group i.e. children with normal hearing
and children using aids did not shows any effect of speech stimuli in terms of latency and amplitude
measures of P1 and N2 peaks of CAEP. There were alike CAEP responses using these speech stimuli in

Fig. 2. A sample waveform and detection response screen of the cortical evoked potential using
HEARLab system from a participant having normal hearing [Dark Gray line- /m/;

Dark Black line-/g/; Light gray line-/t/ sound].
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Fig. 3. A sample waveform and detection response screen of cortical aided potential using
HEARLab system from a hearing aid user [Dark Gray line- /m/; Dark Black line-/g/;

Light gray line-/t/ sound].

each group. However, both the groups could able to detect these different speech stimuli which represent
different frequency regions at the cortical level.

Between group comparisons at each intensity level was done using Mann Whitney U test. The result
shows there were statistically significant differences between two groups for latency and amplitude measures
of peak P1 and N2 at 75 dB SPL except P1 amplitude of /t/ and N2 amplitude of /g/ speech sound.
Similarly at 65 dB SPL, there were significant differences between two groups for both latency and amplitude
measures of peak P1 and N2 except P1 latency of /m/ sound, N2 amplitude of /m/ and /t/ sound as well
as P1 amplitude of /g/ sound. Further at 55 dB SPL, there were significant differences between two groups
only for amplitude measures of P1 and N2 except N2 peak of /t/ and /g/ sound. The latency measures of
peak P1 and N2 did not show significant differences between two groups at 55 dB SPL for any speech
stimulus (Table 3).
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4. DISCUSSION

In the present study, the CAEPs were detected in all the typically developing normal hearing children at
three intensity levels for the speech stimuli /m/, /t/ and /g/ and it was found that the normal hearing
children obtained shorter latency, higher amplitude and better morphology as compared to their age matched
children with severe to profound hearing loss who were using own digital hearing aids. The presence of
CAEP responses in the children using hearing aids gives some evidence that the speech stimuli is being
detected at the level of auditory cortex. In addition, findings from different studies do suggested that the
cortical auditory evoked potentials can be used as an objective tool to evaluate whether amplified speech
sounds are detectable at the level of auditory cortex in infants and children fitted with hearing aids [5-7].

Within group comparison, present study showed that there were no significant differences across
different speech stimuli at each intensity level for latencies and amplitude measures of peaks P1 and N2.
The above finding is supported by a study done by Dun et al., 2012 [4], tried to evaluate relationship
between the sensation level of speech sounds and the detection sensitivity of CAEPs in infants with
sensorineural hearing impairment in the age range of 8 months to 30 months. They used different speech
stimuli i.e. [m], [g], and [t] using HEARLab evoked system for recording CAEP responses. The results
revealed that there were no significant differences between three different speech stimuli for both amplitudes
and latencies of CAEPs in these infant fitted with hearing aids. Similarly, Kumar et al., in 2015 also reported
no significant difference between /m/, /g/ and /t/ (latency and amplitude) for children (5-7 years) as

Table 3. Comparison between control and experimental groups for latency and amplitude measures at
each intensity level (Mann Whitney U test outcomes)

Intensity Levels
(dB SPL) CAEP Speech Stimuli Latency measures Amplitude measures

/Z/ p-value /Z/ p-value

75 dB SPL P1 /m/ -2.74 0.00 -3.16 0.00
N2 -2.77 0.00 -2.54 0.01
P1 /t/ -2.16 0.03 -0.87 0.38#
N2 -3.94 0.00 -2.58 0.01
P1 /g/ -2.33 0.02 -2.26 0.02
N2 -1.99 0.04 -1.82 0.06#

65 dB SPL P1 /m/ -1.67 0.09# -4.25 0.00
N2 -3.35 0.00 -1.83 0.06#
P1 /t/ -3.52 0.00 -3.42 0.00
N2 -3.06 0.00 -0.97 0.33#
P1 /g/ -2.60 0.00 -1.67 0.09#
N2 -2.28 0.02 -2.07 0.03

55 dB SPL P1 /m/ -1.11 0.26# -3.72 0.00
N2 -0.59 0.55# -2.01 0.04
P1 /t/ -1.46 0.14# -3.26 0.00
N2 -0.23 0.81# -0.67 0.49#
P1 /g/ -0.60 0.54# -2.88 0.00
N2 -0.14 0.88# -1.10 0.26#

*p<0.05; #p>0.05
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well as adults (17-24 years) [13]. In contrast, Golding et al. (2006) [7] reported difference in CAEP responses
with presentation of different speech stimuli. They reported larger amplitude and earlier latency response
with /t/ sound compared to other two speech sounds i.e. /m/ and /g/ sound. However, Golding et al
assessed CAEP only at 65 dB SPL while present study estimated at three different intensity levels i.e. 75 dB
SPL, 65 dB SPL, and 55 dB SPL [7]. In addition, even study done by Purdy et al in 2004 found that the
differences in amplitudes existed for the speech stimuli pair [m] & [t] and [t] & [g] in the infants using
hearing aids [14]. Studies in literature do demonstrated that the aided responses for the stimuli [m] were
better than for the [t] and [g] [5-7]. The reason for obtaining such results can be due to the fact that the
different speech stimulus are having different frequency content in it such as speech stimulus [m] represents
low frequency, [t] represents high frequency and [g] represents mid frequency syllable. Chang et al in 2012
found that the CAEP responses were better for the speech stimuli [t] and [g], than for [m], in the infants
who were fitted with hearing aids [8]. However present study, in contrary to the above studies and in
accordance with Dun et al 2012, observed that there was no significant effect of speech stimulus on the
latency and amplitudes of CAEPs [4]. The significant differences observed for the effect of stimulus on the
latency and amplitude measures at few intensity levels could be attributed as chance factors, since there
was no clear trends noticed in the present study.

When comparison were done between children using hearing aids and typically developing children,
hearing aid users showed prolonged latency and diminished amplitudes (poorer responses) for each speech
stimulus [m, g, t] at 75 dB SPL and 65 dB SPL. However at 55 dB SPL, significant differences were only
noticed in terms of amplitude measures between two groups. The latency measures of P1 and N2 were
alike in both the groups at 55 dB SPL. The prolonged latency in case of children using hearing aids can be
due to multiple reasons. It is suggested that the presence of CAEPs provide some indication of the audibility
of a speech sound in children with sensorineural hearing loss [4]. The detection of a CAEP might provide
confidence, to a degree commensurate with the detection probability, that the children is detecting that
sound at the level presented.

It is also observed in present study that, for few children using hearing aids, despite being prescribed
with hearing aids, the CAEP responses were absent at lower level i.e. at 55 dB SPL which indicate the
different speech stimuli were not detected using these hearing aids at presented intensity level. However,
detection ability was much better at 75 dB SPL and 65 dB SPL.As suggested the CAEPs become more
detectable as the intensity level is higher and also more CAEP waveforms were detected in aided condition
than in the unaided condition for the children with hearing loss [8].It could be a solution for the difficulties
faced by the Audiologists in aiding the difficult to test population and the young infants. Thus, the auditory
evoked potentials provide an objective measure of the brain's response to sound and can be considered as
a tool that can be used to assess aided as well as unaided auditory function in children with hearing
impairment.

The larger standard deviations in the latencies and amplitudes of the P1 and N2 can be due to age
differences and the maturational factors of the children since the CAEPs are greatly affected by age and
maturation. Presence of peak P1 and N2 for any of these stimuli is considered as the stimulus is being
coded in the auditory cortex. When the peaks were observed for /m/, /t/ and /g/, it can be said that, the
low, mid and high frequency information have been coded in the auditory cortex. In those cases where
there is no cortical response, there is a need to pay attention to such children. Though the hearing aids were
prescribed with standardized prescriptive formulas, it is not an indication that the child is benefitting from
the hearing aid. Hence, there is a need of using speech evoked CAEPs for assessing hearing aid benefit in
hearing aid users.

5. CONCLUSION

The study focussed on how the CAEP responses being affected by the change in intensity for the stimuli /
m/, /t/ and /g/, which constitutes different frequency regions (low, mid and high) in hearing aid users.
However, there were no significant differences noticed in the present study across different speech stimuli
at each intensity level in children using hearing aids. But present study showed detection of these stimuli at
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each intensity level. Overall, aided CAEPs showed prolonged latencies and reduced amplitude in hearing
aid users as compared to age matched normal children. This can be partially attributed to the fact that in
spite of compensating hearing impairment by using hearing aids which compensate for audibility, processing
deficit may be a contributing factor in children with hearing impairment.
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ABSTRACT

Composite signal such as speech processing in auditory system is one of the major processes that
get influenced by systematic effect of ageing on auditory system. Even with the normal audiometric
thresholds middle-aged listeners report difficulty in conversing in social environment which could
be attributed to influence of ageing in throughout auditory system from cochlea, brainstem and at
the central system. The current study aimed to investigate correlation of speech signal encoding
between cochlea, brainstem and cortical auditory processing in normal young adults and middle
aged individuals. Two groups of participants were included in the study. Group 1 (younger adults)
included of 15 subjects (15 ears) age ranged between 18 to 30 years (Mean age range =25.7) .Group
2 (Middle aged adults) included of 15 subjects (15 ears) aged ranged between 45 to 60 years (Mean
age range =54.2). All the participants in two groups had normal hearing sensitivity, normal middle
ear function, no history of exposure to noise and no otological and neurological problems. All the
participants first went through routine audiological evaluations such as pure tone audiometry,
tympanometry & Reflexometry to confirm the candidacy. Later for all the participants in two groups,
Speech evoked ABR and Speech evoked late latency responses were recorded. Results  revealed a
reduction in encoding of fundamental frequency and first formant frequency encoded at brainstem
level in middle aged listeners compare to the younger participants. There was also a prolonged
latency of P1 and increased amplitude at N1 in the auditory late latency responses in middle aged
group. Thus, the results of the study indicate, that processing of composite signal such as speech
get influenced by the ageing which needs routine evaluations in middle aged individuals.

1. INTRODUCTION

Hearing loss associated with older individuals in one of the main complaint among these subjects. The
hearing loss associated with presbycusis often results in significant changes in speech perception abilities
of individual even when these individuals do not have a significant hearing loss with increase in age.
Several anatomical, physiological and cognitive changes take place in these individuals and these changes
might lead to hearing and speech perception related difficulties.

Effect of age-related changes (40-50 years) in auditory system reflects changes in both peripheral and
central auditory systems (Geal-Dor et al., 2006). Even with the normal audiometric thresholds middle-aged
listeners report difficulty in conversing in social environment (Helfer& Wilber, 1990; Dubno et al, 2002).
Studies have reported poor performance in task such as speech perception in noise (Ewertsen & Birk-
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Nielsen, 1971; Plomp & Mimpen,1979; Era et al., 1986; Gelfand et al., 1986) or in reverberation (Nabelek
& Robinson, 1982), auditory event-related potential (Geal-Dor et al., 2006) and gap detection ability (Helfer
et al., 2009).

Changes in cochlea with respect to age related changes is based on the anatomical changes that involves
sensory, neural, metabolic and mechanical active process, which results in decreased number of OHCs,
effect on afferent  and efferent system, degeneration of stria vasculariss, stiffness of basilar membrane,
spiral ligament and other structures are responsible for loss of sensitivity respectively, which  might effect
on OAE generation (Scholtz et al., 2001). Loss of both inner and outer hair cells has been reported after the
age of 45 years (Engstorm et al. 1987), whereas for the subjects above the age of 60 years, degeneration was
widespread along all the cochlear turns (Scholtz et al. 2001). TEOAEs may provide information about the
changes occurring in the outer hair cells in middle aged individuals and hence there is a need to study
TEOAEs in middle aged individuals.

The study aimed to investigate correlation between cochlea, brainstem and cortical auditory processing
in normal young adults and middle aged individuals.

2. METHOD

Two groups of participants were included in the study. Group 1 (younger adults) included of 15 subjects
age ranged between 18 to 30 years (Mean age range =25.7) .Group 2 (Middle aged adults) included of 15
subjects aged ranged between 45 to 60 years (Mean age range = 54.2). All the participants had hearing
sensitivity within normal limits (<15 dBHL thresholds) at octave frequencies from 250 Hz to 8000 Hz for air
conduction and from 250 Hz to 4000 Hz for bone conduction. 'A' type tympanogram on immitance evaluation
and presence of both ipsilateral as well as contralateral reflexes at 500 Hz, 1000 Hz, 2000 Hz and 4000 Hz
indicative of normal middle ear functioning. Participants didn't have any history/presence of relevant
otological and neurological dysfunction and also didn't have any exposure to occupational noise and usage
of ototoxic drugs. None of the participants had history/presence of systematic medical illness (Diabetes/
hypertension). All participants had presence of TEOAEs with a criteria of signal to noise ration of >6dB in
baseline averaged response of TEOAES. Participants having SPIN scores of >60% at 0dB SNR were taken
into the study. No evidences of any abnormality on click evoked auditory brainstem responses in all the
participants indicative of absence of retro cochlear pathology.

2.1 Procedure

The Stimulus for Speech evoked auditory brainstem and auditory cortical response used synthesized speech
syllable /da/ stimulus of 40 msec .The time domain waveform of the stimulus is depicted in the figure 1.

Fig. 1. Time domain waveform of the 40 ms /da/ stimulus.



84 Journal of Acoustical Society of India

C. V. Vineetha and Sujeet Kumar Sinha

The stimulus was produced using KLATT synthesizer (Klatt, 1980), which is available with BIOLOGIC
NAVIGATOR PRO instrument in the BIOMARK protocol. The fundamental frequency (F0) of the/da/
stimulus with voicing beginning at 5 ms and an onset noise burst during the first 10 msec linearly rises
from 103 to 125 Hz .The first formant (F1) rises from 220 to 720 Hz, while the second formant (F2) decreases
from 1700 to 1240 Hz over the duration of the stimulus. The third formant (F3) falls slightly from 2580 to
2500 Hz, while the fourth (F4) and fifth formants (F5) remain constant at 3600 and 4500 Hz, respectively.

The stimulus was presented with alternating polarity, at 10.1 per second repetition rate. The responses
were recorded for 70 msec stimulus period along with 10 msec pre-stimulus period. The recorded responses
were then amplified one lakh times and bands pass filtered between 100 Hz to 3000 Hz. The responses
were averaged for 2000 stimuli. The speech evoked auditory late latency response was recorded in single
channel, using 40 msec/da/speech stimuli at 80 dBSPL. The stimulus was presented with alternating polarity,
at 1.1 per second repetition rate. The responses were recorded for 433 msec stimulus period along with 30
msec pre-stimulus period. The recorded response was then amplified fifty thousand times and band pass
filtered between 1 Hz to 30 Hz. The responses were averaged for 200 stimuli.

3. RESULTS

The all the participant had the presence of Speech evoked ABR and Speech evoked LLR responses. The
data obtained for both the groups were subjected to statistical analysis. Following statistical analyses were
carried out using SPSS Version 20.

3.1 Effect of age on speech evoked on Speech evoked ABR

Fig. 2. The grand average wave form of Speech evoked ABR
(a) in younger adults and (b) middle aged individual

(a)

(b)
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The latency of wave V was calculated for both the groups. Descriptive statistics was done to find out
the mean and standard deviation for the wave V latency for both the groups. Table 3-1 shows the mean and
standard deviation of wave V latency for both the groups.

It can be seen from Table-3.1 that wave V latency was more for middle aged individuals compared to
the younger counterparts. As the age had an influence on wave V latency, a repeated measure ANOVA
was administered to see the significant main effect of age and also significant interaction across variable on
wave V latency. It revealed a no significant main effect for wave V latency [F(1,28)=2.91,p>0.05] but a
significant main effect on groups for wave V latency [F(1,28)=14.16, p<0.05]. It also revealed significant
interaction effect between wave V latency and groups [F (1, 28) =16.265, p<0.05].

Table 3.1. Latency of wave v in young and middle aged individuals in both groups.

Groups Mean (msec) Standard deviation

Young adults 6.806 0.4891
Middle aged 7.090 0.842

Table 3.2. Mean and standard deviation of fundamental frequency (F0), first formant frequency (F1) and
second formant frequency (F2).

Groups Amplitude of F0 Amplitude of F1 Amplitude of F2

MEAN (µv) SD (µv) MEAN (µv) SD MEAN (µv) SD

Young adults 11.54 0.10 1.12 0.37 0.42 0.10
Middle aged 4.85 0.11 0.51 0.31 0.10 0.11

Further, Multivariate analysis of variance revealed significant main effect for wave V latency [F (1, 28)
=1.37, p>0.05]. Further to understand the significant difference between two groups for wave V latency an
Independent sample 't' test was done. It revealed no significant difference [t(28)=-1.170,p>0.05] between
two groups .

Descriptive statistics was done to find out the mean and standard deviation for the fundamental
frequency (F0), first formant frequency (F1) and second formant frequency (F2) for both the groups. Table-
3.2 shows the mean and standard deviation of fundamental frequency (F0), first formant frequency (F1)
and second formant frequency (F2) for both the groups.

It can be seen from Table-3.2 that the mean amplitude of fundamental frequency (F0), first formant
frequency (F1) and second formant frequency (F2) higher for the younger group compared to the middle
aged group. As the age had an influence on F0,F1 and F2 amplitude, a Repeated measure ANOVA was
administered to see the significant main effect of age and also significant interaction F0,F1 and F2 amplitude
and groups. It revealed a significant main effect of age on amplitude of sustained responses
[F(2,56)=81.943,p<0.001] and a significant main effect of group of amplitude of sustained portion
[F(1,28)=18.618,p<0.000]. However, It did not reveal any significant between amplitude of F0, F1 and F2
and groups [F(2,56)=14.039,p<0.001].

Multivariate analysis of variance was done to see the age effect on amplitude of  F0,F1 and F2 amplitude.
It revealed significant main effect of age on F0 [F(1,28)=15.521,p<0.001]. MANOVA also revealed significant
main effect of age on F1 amplitude [F(1,28)=28.816,p<0.001] . However, no significant main effect of age on
F2 amplitude [F(1,28)=2.348, p>0.05].

Further to understand the significant difference between two groups for F0, F1 and F2 amplitude, an
Independent sample 't' test was done. It  revealed significant difference between two groups for F0
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[t(28)=3.940, p<0.001], F1 [t(28)=5.368, p<0.001], and but failed to show a significance difference  for F2
formant frequency. [t(28)=1.532, p>0.05] between the two groups.

3.2 Effect of age on speech evoked on Speech evoked LLR

Long latency response (LLR) for speech stimulus such as /da/ were present in all the individuals in
both groups .Latency and amplitude of P1,N1 and P2 peaks were calculated for both groups. The following
graph 4.9 and 4.10 represents the Speech evoked ABR waveform containing both the transient and sustained
response in younger and middle aged adults respectively.

Fig. 3. Grand average waveform of Speech evoked LLR in younger adults.

Fig. 4. Grand average waveform of Speech evoked LLR in middle aged group.

Effect of age on latency and amplitude of P1,N1 and P2 peaks
Descriptive statistics was done to find out the mean and standard deviation for the P1, N1 and P2

latencies for both the groups. Table-3.3 shows the mean and standard deviation P1, N1 and P2 latencies for
both the groups.

It can be seen from Table-3.3 that middle-aged individuals have prolonged latency compared to the
younger individual at all the peaks. As the age had an influence on latency of P1, N1 and P2, a Repeated

Table 3.3. Mean and standard deviation of Latency of P1, N1 and P2 in both groups.

Groups Latency of P1 Latency of N1 Latency of P2

MEAN (ms) SD (µv) MEAN (ms) SD MEAN (ms) SD

Young adults 52.9 9.81 108.26 23.64 170.04 36.68
Middle aged 66.02 8.91 121.4 12.95 187.74 22.32
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measure ANOVA with group as between subject factor was administered to see the significant main effect
of age and also significant interaction between latency of P1, N1 and P2 and groups. It revealed significant
main effect of age on LLR latency of [F (1, 28) =1296.017, p<0.001], and  a significant main effect of age on
the groups [F(1,28)=5.644, p<0.05]. However, failed to show any significant interaction between group and
the LLR latency [F (1, 28) =3.861, p>0.05].

Since the groups showed a main effect on latency of P1, N1 and P2, Multivariate analysis of variance
was done to see the age effect on latency of P1, N1 and P2. MANOVA revealed significant main effect of
age on P1 latency [F (1, 28) =14.533, p<0.05]. However did not show any significant main effect of age on
N1 latency [F(1,28)=3.589, p>0.05],  and P2 peaks [F(1,28)=2.529, p>0.05].

Additional to understand the significant difference between two groups for latency of P1, N1 and P2
Independent sample't' test was done. It revealed significant difference for P1 latency [t(28)=3.812, p<0.05]
and no significance for N1 [t(28)=1.895, p>0.05] and P2 [t(28)=1.590, p>0.05) latencies.

As the age had an influence on amplitude of P1, N1 and P2, Repeated measure ANOVA was
administered to see the significant main effect of age and also significant interaction across variable on
amplitude of P1, N1 and P2. It revealed significant main effect for LLR amplitude [F(1,28)=1296.017, p<0.001],
and  a significant main effect of group on LLR amplitude [F(1,28)=5.644,p<0.05] . However there was no
significance interaction between group and the amplitude of LLR peaks [F(1,28)=3.861, p>0.05].

Since the groups showed a main effect on amplitude of P1, N1 and P2, Multivariate analysis of variance
was done to see the age effect on amplitude of P1, N1 and P2. It revealed  significant main effect of age on
N1 amplitude [F(1,28)=4.808, p<0.05] and no significant main effect of age on amplitude of P1 and P2 peaks
[F(1,28)=0.175, p>0.05], [F(1,28)=1.425, p>0.05] respectively.

4. DISCUSSION

In Speech ABR significant reduction in amplitude of F0 in middle aged could be due to the reduced phase
locking ability in these individuals. This also could be due to changes in neural synchrony of the peripheral
auditory nerves (Clinard et al. 2010).These alteration in neural synchrony may arises due to age related
variation in metabolic activity of the cochlea or may be due to the reduction in number of auditory nuclei
(Mills et al. 2006). These reduction in ability of inner hair cells may leads to the damage to synapse between
inner hair cells and the auditory nerve (Moser et al. 2006 ).

LLR results conclude that normal P1 outcomes in these studies assisted as a confirmation that the
auditory cortex was being adequately stimulated and indicated inadequate auditory stimulation that led
to abnormal auditory central pathway maturation. Thus, from the result of the present study it can be
concluded that probably P1 can be used to know the central auditory degeneration in older population.
The delay in latency of P1in older participants might indicate an inadequate stimulation of the auditory
cortical system in these participants and thus a significant delay in latency was obtained.

Also, the amplitude of N1 was higher in the middle aged participants compared to the younger
participants. The current study is in correlation with study by Amenedo and Diaz (1999) who reported
enhanced N1 peak amplitude in older adults compared to younger adults. Whereas several studies indicated
the age-related differences in the waveform of auditory evoked N1 and P2 components during selective
attention tasks have shown inconsistent findings.  In contrast others do not find such differences (Brown
et al. 1983; Picton et al. 1984; Barrett et al. 1987; Woods 1992; Iragui et al. 1993). The same inconsistency can
be found concerning the P2 component. Whereas some authors found increased peak amplitudes in older
adults (Anderer et al. 1998; Friedman et al. 1993; Pfefferbaum et al. 1984).

5. SUMMARY AND CONCLUSION

Ageing is the biological process that alters the structural and physiological process of the auditory system.
This age related change represents changes in both peripheral and central auditory systems (Geal-Dor et
al., 2006). The changes can be noticed at cochlea which is based on the anatomical changes that involves
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sensory, neural, metabolic and mechanical active process. Similarly changes at the higher system such as
brainstem and cortical structures also undergo the both structural and physiological changes that results in
reduced neuronal function.

The complex stimuli such as speech stimuli reflect neural detection of transient and sustained measures
of temporal cues are necessary for speech perception (Russo et al., 2004). The age related alterations are
more adverse at age of above >60 years ,however these variations with the normal audio logical threshold
could be noticed in middle aged adults (40-60 years),which further gets worsened above with advances in
ageing.
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ABSTRACT

Accent features of an individual speaker are influenced by native accent while speaking a non-
native language In this paper we present a study to compare the acoustic phonetic features of
Hindi phonemes (vowels  as well as consonants) spoken both  by the native Hindi  and Non Native
speakers of Punjabi and Nepali. The study concentrates on analyzing the differences in various
acoustic parameters such as nasality, formant frequency and spectral characteristics of the speech
sounds when they are pronounced by the Non Native Speakers compared to Native speakers. A
phonetically rich data base of 150 sentences was created from a corpus of 50,000 words spoken by
10 male and 10 female speakers of Hindi as well as of Punjabi and Nepali. The phonemes of Hindi
speech were segmented and annotated for further study. Signal processing tools such as PRAAT
and Cool Edit were used to analyze the Acoustic characteristics of phonemic segments. The result
shows that there is a significant influence of one's Native language as observed in the spectral
details and also through perception of these sounds. Some sounds are influenced more significantly
compared to other sounds. The results may play an important role in spoken language identification
and speech recognition in multi lingual context.

1. INTRODUCTION

Regional dialectal accent is always reflected as a speaker profile characteristic, which is one of the important
features used to provide clues in the course of a forensic investigation through recorded speech. As a part
of research on these characteristic features of regional dialectal accent, experiments have been conducted
on the native accent of Hindi speakers as compared to the accent features of Punjabi and Nepali speakers.
If recorded speech is available as evidence in the event where suspected culprits are not available, dialect
accent of an individual plays an important role in the course of crime investigation.[1, 2]
The study presents:

1. Acoustic Measurement of Nasality in Hindi Punjabi and Nepali
2. Formant analysis of phonemes
3. Durational Analysis of phonemes

1.1 Gurmukhi and Devnagari Script

Gurmukhi, meaning "from the mouth of the Guru" is the most commonly used script in India for writing
in Punjabi. Gurmukhi has 38 consonants, 10 vowels alphabets (Independent vowels), 9 vowel symbols
(Dependent vowels), 2 symbols for nasal sounds and 1 symbol that duplicates the sound of consonants.

© 2016 Acoustical Society of India
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Whereas Devnagari script is used for writing in Nepali and Hindi.  Devanagri has 65 consonants, 18 full
vowel alphabets, 17 vowel symbols, 2 symbols for nasal sounds. Hindi uses only 11 vowel alphabets. In
Hindi, there are thirty four consonantal syllables and thirteen vowels. Except minor differences, most of
the alphabets are same in both the scripts. [3]

Table 1. Articulatory Classification of Hindi and Punjabi Consonants

2. DATABASE COLLECTION

For this study we have prepared phonemically balanced Hindi text database of 50000 words. Out of these
words, we have created 150 phonetically rich Hindi sentences which cover all the phonemes. These sentences
have been recorded by 10 (5 males and 5 females) native Hindi and non native Punjabi and Nepali speakers
each. All the speakers have educational background in the native language at least up to senior schooling.
Speakers were provided with the sentences in the Hindi script and were instructed to speak in their own
way of pronouncing the words. All these utterances were recorded using an electret microphone in a partially
sound treated room with "PRAAT" software using sampling rate of 16 kHz/16 bit in a quite environment
to avoid echo effect. The distance between lips and microphone was kept nearly 30 cm.

3. ACOUSTIC MEASUREMENT OF NASALITY IN HINDI, PUNJABI AND NEPALI

An acoustic comparison is done by measuring the vowel nasality in three languages: Hindi Punjabi and
Nepali. The nasal and oral vowels of three languages are compared. The production of nasalized vowels
introduces nasal resonances and anti resonances. Many acoustic parameters have been found in nasalization,
including a reduction in amplitude of first formant (A1) and the difference between A1 and P0 and the
difference between A1 and P1. Acoustic analysis of nasalized vowels in the frequency domain indicates the
presence of extra peaks: one between the first two formants with amplitude P1 and one at lower frequencies,
often below the first formant, with amplitude P0[1]. A study has been done to measure the nasality in
different vowels of different languages. Equal number of nasalized and oral vowels were selected from the
speech corpora uttered by the native and non native speakers. The maximum and minimum range of A1-
P0 for low and mid vowels and A1-P1 for high vowels for three languages is represented  in Table 2.
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It has been observed that there is a wide difference in the maximum and minimum values of the A1-P1
of the Nepali language where as this difference is very small in Hindi native speakers.

In Hindi Language all vowels can be nasalized. Nasalization is indicated by either the symbol " " or
by the symbol " ". The former symbol is called bindu("dot"), and the latter symbol is called chandrabindu
("moon and dot").The spectrum of the nasalized low mid vowel 'vk' /a:/ for native and nonnative speakers
, is shown in figure 1, indicating A1 and P0 values in  frequency domain

Table 2. Range of A1-P0 low & mid vowels, A1-P1 for High vowels
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Fig. 1. Frequency spectrum of  nasalized 'vk'/a:/ uttered by Punjabi, Nepali and Hindi speakers

It has been observed that presence of spectral peak in the vicinity of first formant is more in Punjabi and
Hindi speakers than the Nepali speakers for the same nasalized vowel. This result shows that the nasalization
in vowel 'vk'/a:/ is more in Hindi and Punjabi than Nepali. Same differences have been found for other
vowels also as mentioned in the table 2.

Figure 2 represents the comparison of A1-P0 value of oral vowels of Hindi native speakers and A1-P0
values of nasalized vowels of non native speakers i.e. Punjabi and Nepali speakers. It has been observed
that the degree of nasality is more in Punjabi native speakers for vowels /u/, /i:/ and / :/ than the Hindi
native speakers and Nepali native speakers .
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Fig. 2. Comparison of A1-P0 value of oral vowels of Hindi with A1-P0
values of nasalized vowels of Punjabi and Nepali speakers

4. FORMANT ANALYSIS

The formant frequencies are considered to be important parameters to distinguish the speech sounds.
We have compared the spectrum of the perceived phonemes with the intended sounds. In several cases it
has been found that the spectrum (formant frequencies and the noise spectrum) of the perceived sound is
closer to the similar sound available in the vocabulary and not with the intended sound. For example 'Ä'
(gh) of Hindi perceived as 'x' (g) when it is uttered by Punjabi speakers. It has been observed that the sound
of some phonemes changed according to the positions of phoneme by Punjabi speakers when they uttered
Hindi. For example  'Ä' is heard as 'Ä' only when it is in initial position of word whereas sound as 'x' in
middle and final positions. Similarly 'Ò' /bh/ of Hindi sound as 'i' /p/ in initial position whereas 'c'/b/ in
middle and final positions. Following table 3 shows the difference in sounds uttered by native Hindi speakers
and non native Punjabi speakers. The spectral comparison of these sounds are shown in figure 3 and 4.

Table 3. Difference in sounds uttered by native Hindi speakers and non native Punjabi speakers
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From the table 1 and 2, it is observed that the latency of the peaks P1 and N2 of cortical potentials for
different speech stimuli were prolonged (poorer) in hearing aid users in comparison to typically developing
children. Similarly, amplitude of peaks P1 and N2 were reduced (poorer) in hearing aid users in comparison
to typically developing children. In addition, standard deviation of latency for N2 is larger than that for the
P1 in both the groups. Similar trend was observed for the amplitude in both the groups at each intensity
level.

Fig. 2. Formant analysis of 'Ò'/bh/ and 'c'/b/ for native and non native speakers

Fig. 3. Formant analysis of 'Ò'/bh/ and ''i''/p/ for native and non native speakers
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In Nepali, the differences are found in following phonemes of Hindi. It is also been observed that some
nasal vowels of Hindi sounds as oral vowel when uttered by Nepali speakers an viceversa. It has been
found that the phonemes {k(k), "k(), ’k(  ), J(  r) of Hindi uttered as l (s) by Nepali speakers where as
nasal vowel in Hindi like 'vkW' uttered as 'vk' by Nepalese. These differences are represented in following
table:

Table 4. Difference in Phonemes of Hindi uttered by Nepali speakers

The spectral comparison of these sounds are shown in figure 4

Fig. 4. Formant analysis of '’k(  )' and 'l (s)' for native and non native speakers
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5. CONCLUSION

In this paper, preliminary results of a comparative acoustic-phonetics study of Hindi spoken by native and
non native speakers have been presented. It has been observed that the non natives shows variations in the
pronunciation of many sounds which are influenced by the sounds of their native languages. These results
are important for considering development of multilingual grapheme to phoneme conversion systems.
The present study is a part of the project to study the phonological and prosodic variations in Hindi that
appear in different dialects and multilingual context and will provide more insight into the diachronic and
synchronic variations in Hindi.
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ABSTRACT

The aim of the present study was to obtain the percentage of speaker identification using vowels
preceding nasal continuants in Kannada speaking individuals using semi-automatic method. The
participants were twenty Kannada speaking adult males in the age range of 21-32 years. The material
was meaningful Kannada words containing long vowels /a:/, /i:/ and /u:/ preceding nasal continuants
/m/ and /n/ embedded in Kannada sentences. The participants read the material four times each
under two conditions (a) live recording and (b) mobile network recording. The target words were
truncated using the PRAAT software. Each vowel preceding nasal was subjected for LPC using
Speech Science lab workbench for Semi-automatic speaker recognition software. The study was
compared under three conditions: (a) Live vs live recording, (b) Mobile network vs mobile network
recording and (c) Live vs mobile network recoding. The results of the present study indicated
relatively high percent of correct speaker identification using LPC in Live vs Live and Mobile
network vs Mobile network conditions compared to Live vs mobile network condition. Thus, the
present study provided some proof to examine the efficiency of semi-automatic method using LPC
which helps in speaker identification. The obtained results would serve as potential measure in the
forensic scenario for Speaker Identification using vowel preceding nasal continuants in Kannada.

1. INTRODUCTION

Biometrics refers to the identification of a person's identity based on his/her traits. Such traits may vary
from simple factors such as height, weight, build, facial complexion, colour of the eyes, etc to the more
sophisticated factors such as finger prints, DNA etc. With the merging of telephony and computers, and
with the extensive use of speech in man-machine communications, the need to recognize a person by his or
her voice is constantly increasing. Applications of speaker recognition are wide ranging, including computer
access control, telephone voice authentication for banking access, intelligent answering machines and law
enforcement (Forensic speaker identification)[20],[29].

The crime rates of all sorts are increasing at a world-wide scale. The usage of mobile phones has increased
exponentially and the rate of its usage in committing crimes has also dramatically increased. When a crime
is committed through telecommunication, voice is the only evidence available for analysis. Therefore, there
is a pressing need on the part of police and the magistrate for establishment of legal proof of identity from
measurements of voice.

© 2016 Acoustical Society of India
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     Vowels, nasals and fricatives (in decreasing order) are generally suggested for voice recognition because
they are relatively easy to identify in speech signals and their spectra contain features that reliably distinguish
speakers. Nasals have been of particular interest because the nasal cavities of different speakers are distinctive
and not easily modified (except via colds)[34]. One study found nasal co articulation between /m/ and an
ensuing vowel to be more useful than spectra during nasals themselves [37]. The nasalization of the acoustic
signal applies not only to the nasal consonants but also to certain surrounding sounds, particularly vowels.
In general, vowels preceding or following nasal consonants tend to be nasalized to some degree. The present
study is focused on bilabial (/m/) and dental (/n/) place of articulation and the vowels (/a:/, /i:/ & /u:/) preceding
nasal continuants which fall under the category of structured consonants of the Kannada script. The mean
percentage and standard deviation of frequency of occurrence of vowels /a/, /i/ and /u/ is 14.6% (1.3), 6.7%
(0.44) and 4.3% (0.47), respectively, and frequency of occurrence of phonemes /m/ and /n/ is 2.8% (0.26) and
7.6% (0.31), respectively in Mysuru dialect of conversional Kannada [35].

In the legal process, forensic speaker identification is seeking an expert opinion to take a decision as to
whether two or more speech recordings are of same person (Rose, 2002). Identification of speaker in forensic
perspective is generally about comparing voices. Speaker identification is deciding if a speaker belongs to
group of known speaker population. Speaker verification is verifying the identity claim of the speaker. If
the system is forced to choose one of the enrolled speakers then it is called a closed set identification system.
If the system has the flexibility to make a choice 'none from the specified group' then it is called an open set
identification system. Based on the content used for speaker identification or verification, the tasks can
further be classified as text dependent, where the speaker's identity is dependent on the text uttered, and
text independent, where no constraints are placed on the text uttered [21]. Furthermore, the speech samples
used for speaker identification or verification can be contemporary (recordings from same time period)
and non-contemporary (recordings from different time period).

The task of speaker recognition or speaker identification becomes very important in our digital world.
Most of the law enforcement organizations use either automatic or manual speaker identification tools for
investigation processes. In any case, before carrying out the identification analysis, they usually need to
record a voice sample from the suspect either for one to one comparison or to fill in the database. So, the
effect of recording media or voice sample recording for forensic speaker identification is very imperative
[5].

The present study is focused on semi-automatic speaker identification (SAUSI)where the examiner
selects unknown and known samples (similar phonemes, syllables, words and phrase) from speech samples,
which have to be compared, here the computer process these samples, extracts parameters and analyse
them according to a particular program. The interpretation is made by the examiner, especially to decide
whether samples are good enough or affected by factor such as noise, co-articulation, rate of speech etc. to
select comparable parts of speech samples for computerized acoustic analysis and to evaluate the results
that the computer provides. This is typically encountered in for forensic where an interaction of computer
and investigator takes place. Computer automatically extracts comparable data from forensic samples after
they have been selected by the investigator[19].

Effects on influence of co-articulation can be of three types; (a) forward effect, (b) backward effect or (c)
both. There are anticipatory and/or carryover co-articulatory effects of vowel on the production acoustic
realization of a neighbouring consonant[10]. The majority of the studies have found greater backward
effect than forward effect [31]. Thus, the nasal phonemes have been identified as being more reliable as a
speaker cue because nasal cavity is both speaker specific and fixed so as its volume and shape cannot be
changed [1]. The power spectra of nasal consonants [17] and co-articulated nasal spectra [37] provide strong
cues for the automatic speaker identification by machines. An acoustic measurement of nasal co-articulation
in a consonant or vowel context was obtained by measuring spectral differences between the mean square
spectrum of nasal consonants followed by a front vowel and that of the same consonant followed by a back
vowel[4]. One more study reported results that there was greater nasalization for pre-nasal vowels than
post nasal vowels[25]. Linear Predictive Coding (LPC) parameter and Mel Frequency Cepstral Coefficients
(MFCCs) were used for speaker identification [26] whereas the text-dependent recognition rate of 50 speakers
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increased from 42% to 80% and the text-independent recognition rate of 50 speakers increased from 60% to
72%. Researchers have used formant frequencies, fundamental frequency, Fo contour, Linear Prediction
Coding[3], [22], Cepstral Coefficients [23], [27], [36]and Mel Frequency Cepstral coefficients [2],[11], [12],[18],
[30], [33], [38], [39], [40]to identify speaker. However, the Linear Predictive Cepstral Coefficients and the
Mel Frequency Cepstral Coefficients have been found to be more effective in speaker identification compared
to other features. A comparative study [7] of LPC (94%) and MFCCs (89%) features was conducted for the
recognition of Assamese phonemes - under the same environmental condition, when different set of speakers
were used for training and testing the system and LPC was considered to be the best and beneficial in a
minimal noise environment whereas MFCCs were considered to be the best and beneficial in a noisy
situation.The effectiveness of MFCCs in speaker recognition has been conducted [2]. Hence, the present
study is focusing on usefulness of linear prediction coding (LPC) in speaker recognition.The review provided
the usefulness and the effectiveness of co-articulation of nasal continuants on preceding vowels in the field
of speaker identification. There is no empirical data to establish the benchmark for vowels preceding nasal
continuants in Kannada using LPC. To prove that the suspect is the criminal, it needs to be verified beyond
reasonable doubt that the voice of the criminal and the voice of the suspect are the same. So in order to
overcome this problem, a semi-automatic and reliable speaker identification system is desired. In this context
the present study was planned.The aim of the present study was to establish the benchmarking in speaker
identification using LPC on Vowels Preceding Nasal Continuants in Kannada. The objectives of the study
were to establish speaker identification scores using LPC on vowels preceding nasal continuants in Kannada
in live recording, mobile network recording and comparison between them.

2. METHOD

2.1 Participants

Twenty Kannada speaking neuro-typical adult males constituted were chosen to participate in the study.
The participants were in the age range of 21-32 years (Mean age = 25 years, SD= 3.4) and were graduates
with Kannada as one of the subject and all the participants belonged to the Mysuru dialect of Kannada and
were drawn from the work/residential place in and around Mysuru, Karnataka, India. Participants were
included in the study only on fulfilling certain criteria. The inclusion criteria of subjects were - no history of
speech, language, hearing and communication problems, normal oral structures, no other associated social
or psychological or neurological problems and reasonably free from cold or other respiratory illness at the
time of recording.Written consent was taken from all the participants after explaining about the aim and
objectives of the study. Hearing was screened using Ling's sound test. Kannada Diagnostic Picture
Articulation Test (KDPAT) [13] was administered by a Speech Language Pathologist to rule out any
misarticulations in speech.

2.2 Materials

The material used was thirty commonly occurring, meaningful Kannada words (Target words) containing
the nasal continuant /m/ (Bilabial) and /n/ (Dental) and embedded in seventeen sentences (text-independent).
These sentences consisted of words with three basic vowels (/a:/, /i:/, /u:/) preceding to the two places of
nasal consonants (/m/ and /n/) and were embedded in 3-6 word meaningful sentences to maintain the
naturalness of speech. The vowels preceding nasals continuants were added in the initial and medial
positions. There were five occurrences for each vowel preceding nasal continuants (/a:m/, /i:m/, / u:m/, /a:n/
, /i:n/ and /u:n/).

2.3 Recording Procedure

Speech samples of participants were recorded individually. The participants were asked to repeat each
sentence four times at habitual pitch, loudness and rate. Sentences were written on a card that was presented
to the participants visually for familiarization (Training the participants). They were specifically instructed
not to adopt a strict reading style, instead asked to adopt a casual conversational style while reading out
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the sentences under live and mobile network recordings. Mobile network recording was done first and the
network used for making the calls was Airtel on a NOKIA 101 handset and the receiving network was
Vodafone on a Gionee S5.5 mobile phone. A participant participating in an experiment was given a NOKIA
101 handset (Airtel network). A call was made from the participants' handset to the experimenters' handset
(Vodafone network) with recording option held by the experimenter. Speech signal was recorded as the
participant uttered the test sentences. All the mobile network recordings were done at different places
(College campus and Cafeteria) according to the participant's convenience with some amount of ambient
noise (40db - 60db) in a natural setting. The recordings at the receiving end were saved by the experimenter
in a microchip or memory SD card of that mobile phone. Later, the recorded sentences were uploaded to a
computer memory for further analysis. The live recordings were carried out after two weeks using
Computerized Speech Lab (CSL) in a laboratory and the files were stored in .wav format. The distance
between the mouth and the dynamic microphone was kept constant at approximately 10 cm. Of the four
recordings, the first recording was not analysed as the material was novel to the subject and the second and
third recordings of all the twenty participants were considered and were subjected to analysis which in
turn were used for comparison throughout the study. If any of the second/third recordings were not well-
spoken, then the fourth recording was used. The recorded samples were transferred to computer memory.
SSL Workbench version 2.1 software employs sampling frequency of 8 kHz and hence all the live and
mobile network recordings were opened in PRAAT software and down sampled to 8 kHz. All the recorded
speech samples were stored separately for each speaker onto the computer memory at mono channel, 16
bit format having sampling frequency of 8 kHz and was segmented (approximately 300ms) manually using
PRAAT software [8]to obtain the vowels preceding nasal continuants in initial and medial positions of the
target words.

2.4 Analyses

SSL Workbench for Semi-Automatic vocabulary dependent speaker recognition (Voice and Speech Systems,
Bangalore, India) software was used for analyses. Two repetitions and five occurrences for each vowel
preceding nasal continuants were randomized by the software and considered as test set and training set

Fig. 1. Training frame of SSL Workbench software depicting LPC analyses.
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on the ratio of 3:7 (Fig. 1). The file was specified initially using a notepad and .dbs file (extension of notepad
file) was created automatically. Followed by this samples for analysis were segmented. As soon as all files
were segmented the software opens another window to train the samples randomly. After training, LPC
were selected and the sample for identification was tested. Finally the software automatically generated
the speaker identification threshold in terms of Euclidian Distance. This data was stored and the same
procedure was repeated at least for 10 times by randomizing the training samples and the speaker
identification thresholds were noted for the highest score and the lowest score. LPC derived from the
vowels preceding nasal continuants were used to compute the Euclidian distance between the test and
reference samples. For the present study, the feature vector chosen was LPC with 10 coefficients (Fig. 1).
Upon choosing the feature vector, the system computes a measure of distance (Euclidian distance) and
displays the summarized distance matrix for the selected test and reference sample. From the distance
matrix, the total percentage of correct speaker identification score was displayed (Fig. 2). In this study, the
speech samples were contemporary and non-contemporary. Closed set speaker identification tasks were
performed, in which the examiner was aware that the 'unknown speaker' is one among the 'known' speakers.

AEP responses were Statistical analysis was done using SPSS (version 18). Mean and standard deviations
(SD) were obtained using descriptive statistics for latencies and amplitudes of P1 and N2. Since the data
was not normally distributed based on Shiparo-Wilk test, non-parametric test was performed. Non-
parametric test includes Friedman test for within group comparison i.e. to compare latency as well as
amplitude measures for different speech stimuli (/m/, t/ and /g/) at 75dBSPL, 65dBSPL and 55 dBSPL in each
group. Further, comparison between groups was done using Mann Whitney U tests for different speech
stimuli at each intensity level.

3. RESULTS AND DISCUSSION

The results obtained from this study revealed several interesting points of interest;
     First, the percentage of correct speaker identification scores ranged from 70% to 90% when live recording
was compared with live recording for the vowels preceding nasal continuants /a:m/, /i:m/, /u:m/, /a:n/, /i:n/

Fig. 2. Testing frame depicting speaker identification score using LPC.
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and /u:n/ and can be stated that these scores were drawn for contemporary speech samples (Table 1). Vowel
/a:/ preceding nasal continuant /n/ with 90% had the highest correct identification scores. Table 4 shows the
benchmark of highest speaker identification percentage. This result is compatible with those of the other
previous studies. A study says nasalization effect stays for 100ms preceding and following the nasal
continuant leading to maintenance of nasal characteristics for a longer duration than any other speech
sounds[32]. One of the Indian study reported similar results on speaker identification in Malayalam speaking
individuals and results of her study indicated above 80% and above 90% correct identification for all vowels
preceding nasals using cepstral coefficients and MFCCs, respectively[24].

Table 1. Average (AVG) speaker identification percentage along with test samples for twenty speakers in
condition I.

Live Vs Live

Trial Test Sample Percentage

/a:m/ /i:m/ /u:m/ /a:n/ /i:n/ /u:n/

1 2,3,7 90 70 85 90 65 85
2 2,4,10 70 65 85 90 75 85
3 4,5,9 80 65 75 95 80 75
4 5,7,8 90 75 90 90 80 90
5 3,9,10 90 70 85 90 65 85
6 2,6,8 85 75 85 85 75 85
7 2,3,4 85 70 85 90 75 85
8 7,8,9 80 65 85 95 80 85
9 1,8,9 90 70 90 85 70 90
10 3,6,10 90 75 85 90 85 85

Average 85 70 85 90 75 85

Table 2. Average (AVG) speaker identification percentage along with test samples for twenty speakers in
condition II.

Mobile Network Vs Mobile Network

Trial Test Sample Percentage

/a:m/ /i:m/ /u:m/ /a:n/ /i:n/ /u:n/

1 2,3,7 65 55 50 65 40 60
2 2,4,10 75 55 50 70 45 55
3 4,5,9 80 60 50 65 45 65
4 5,7,8 75 55 45 55 50 60
5 3,9,10 75 45 55 65 45 55
6 2,6,8 80 55 45 75 40 65
7 2,3,4 65 55 50 65 45 55
8 7,8,9 75 60 55 60 45 60
9 1,8,9 80 55 50 65 45 60
10 3,6,10 80 55 50 65 50 65

Average 75 55 50 65 45 60
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Second, the percentage of speaker identification scores ranged from 45% to 75% when mobile network
recording was compared with mobile network recording for the vowels preceding nasal continuants /a:m/
, /i:m/, /u:m/, /a:n/, /i:n/ and /u:n/ and can be stated that these scores were drawn for contemporary speech
samples. Vowel /a:/ preceding nasal continuant /m/ with 75% had highest correct identification scores (Table
2). The results showed that the percentage of speaker identification for mobile network recording was
drastically lowered compared to live recording. For this condition, speaker identification scores were not
as good as scores obtained for live recording because of the recording characteristics of mobile network.
GSM (Global System for Mobile Communications) is the pan-European cellular mobile standard. Speech
coding algorithms that are part of GSM compress speech signal before transmission, reducing the number
of bits in digital representation but at the same time, maintain acceptable quality. Since this process modifies
the speech signal, it can have an influence on speaker recognition performance along with perturbations
introduced by the mobile cellular network (channel errors, background noise) [6]. During transmission of
voice signals through communication channels, the signals are reproduced with errors caused by distortions
from the microphone and channel, and acoustical, electromagnetic interferences and noises affecting the
transmitting signal.

Third, the percentage of speaker identification scores for twenty speakers ranged from 35% to 45%
when mobile network recording was compared with live recording for the vowels preceding nasal
continuants /a:m/, /i:m/, /u:m/, /a:n/, /i:n/ and /u:n/  and can be stated that these scores were drawn for non-
contemporary speech samples (Table 3). The obtained percent correct identification scores for vowels
preceding nasal continuants were lesser than the chance factor (<50%). Mobile network recordings were
done initially and the live recordings were done after two weeks. The test speakers were chosen from
mobile network recordings and the reference speakers were chosen from live recordings. Scores were poorer
because speaker's emotional state during mobile network recording and live recording plays an important
role and can affect speaker identification scores. Speaker's emotional state cannot be same during mobile
network recording and live recording after two weeks whereas this is the condition in most of the forensic
cases. The crime sample will be obtained from mobile whereas the suspect's (reference) sample will be
extracted after a week or so in a police station or a recording room and the criminal's emotional state will
not be the same under both the circumstances. Also, the environment in which both the recordings were
done was considered. Mobile network recording was done in a natural field condition and the live recording

Table 3. Average (AVG) speaker identification percentage along with test samples for twenty speakers in
condition III.

Mobile Network Vs Live

Trial Test Sample Percentage

/a:m/ /i:m/ /u:m/ /a:n/ /i:n/ /u:n/

1 2,3,7 55 25 70 60 40 60
2 2,4,10 70 30 50 55 45 55
3 4,5,9 40 45 45 75 25 55
4 5,7,8 25 55 40 20 40 40
5 3,9,10 30 35 45 35 35 35
6 2,6,8 35 40 30 30 30 45
7 2,3,4 30 50 30 35 45 35
8 7,8,9 15 20 35 20 25 50
9 1,8,9 25 25 35 35 35 40
10 3,6,10 25 25 20 35 30 35

Average 35 35 40 40 35 45
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was done in a laboratory (noise free) condition. A study reported that when emotions alter the human
voice, the performances of the speaker recognition system decrease significantly[16]. One more study
reported that when the emotional state of speaker differs in the testing phase the recognition rate decreased
drastically and the outcome showed that the accuracy rate of speaker recognition has been significantly
increased when compared to the recognition rate where emotional state of the speaker was not
considered[14]. Another study was conducted to examine the characteristics of speech transmitted over a
mobile network[6]. They concluded that the non-linearity of the GSM channel's frequency response in the
range 750-2000 Hz might cause a change in the energy distribution and affect 2nd and 3rd formants (F2 and
F3). They also reported a fall-off in the channel's frequency response at 3500 Hz which led to the shifting of
the fourth formant (F4). Nasal murmur is typically present below 400 Hz. This information might have
been lost due to the transmission characteristics of the mobile network. This could have led to poorer scores
in the mobile network condition in comparison with live recording.Characteristically the presentation of a
text- independent speaker verification system is poorer than a text-dependent system[9], [15] whereas in
the present study, text independent procedure was established.

Fig. 3. Graphical representation of speaker identification scores using LPC
for vowels preceding nasal continuants in Kannada.

Table 4. Benchmark for speaker identification using LPC on vowels preceding nasal continuants in Kannada.

Speaker Identification Percentage for 20 Speakers

/m/ /n/

/a:/ /i:/ /u:/ /a:/ /i:/ /u:/

Live Vs Live (Condition I) 85 70 85 90 75 85
Mobile Network Vs Mobile Network (Condition II) 75 55 50 65 45 60
Mobile Network Vs Live (Condition III) 35 35 40 40 35 45
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     The results of the present study were in agreement with the findings of the power spectra of nasal
consonants [17] and co-articulated nasal spectra [37] provide strong cues for the machine matching of
speakers. Results of the present study were consistent with the studies conducted by Larson and Hamlet
[25] in which they investigated on the phonetic contextual details of nasal co-articulation using nasal voice
amplitude ratio instrumentations. Results revealed greater nasalization for pre-nasal vowels than post
nasal vowels.  The results of present study can be compared with that of Mili [28] which indicated strong
anticipatory co-articulation compared to carry over co-articulation. Also, most of the studies have found
greater backward effect than forward effect [31]. Also, this study can be compared with a similar study [39]
in which vowels following nasals were considered. The present study focused on backward effect i.e.,
effect of nasals on preceding vowels thus providing good speaker identification scores. Fig. 3 depicts
graphical representation of speaker identification scores using LPC for vowels preceding nasal
continuants.

4. CONCLUSION

Finally, based on three conditions, vowel /a:/ preceding the two nasals /m/ and /n/  was reliable for speaker
identification compared to other vowels. Henceforth, it would enable for the better identification for a
particular situation as crime samples can be from any of the conditions. The poor identification scores
between mobile network recording and live recording conditions possibly will be attributed to the
transmission characteristics of the network. The current study was a text-independent study conducted in
a natural environment with background noise and these factors could have contributed to further reduction
in accuracy of speaker identification scores. The current study indicated benchmarking for speaker
identification using LPC on vowels preceding nasal continuants in Kannada and this outcome can be utilized
in forensic speaker identification task. In general, it could be accomplished that vowels preceding nasal
continuants also add good percent of correct identification among Kannada speakers on semi-automatic
machine procedure of analysis in Forensic Sciences.The obtained outcomes would aid as potential measure
in the forensic scenario for Speaker Identification using vowel preceding nasal continuants in
Kannada.Further investigation is necessary in the area of semi-automatic and automatic methods by bearing
in mind other forensic situations like distortion, disguises, and so on.
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ABSTRACT

Communication Sciences and Disorders encompass scientific understanding of communication in
both typically-developing and communication-disordered population. During this process Speech
language pathologists should incorporate new strategies and technologies for diagnosis and
rehabilitation. One such Technology is Systematic Analysis of Language Transcripts (SALT) that
manages the process of eliciting, transcribing, and analyzing language samples. However, the
process seems to be time consuming and sophisticated. In the field of Speech Language Pathology
automatic detection of the speech  would enable the clinicians for quick decision making. Hence, a
speaker adapted automatic speech recognition tool was developed using Sphinx and incorporated
Structured Query Language (SQL). The participants in the control group included 30 subjects (15
males and 15 females) within the age range of 18-30 years. The clinical group included 15 participants
with 3 clinical conditions such as stuttering, voice disorder, and dysarthria. Participants were
instructed to read the passage into the microphone connected to the computer with the designed
tool in an acoustic treated room. The data was further analyzed for the automatic speech recognition
score. Word recognition accuracy was found to be around 75%. The study concluded that the tool
can be further refined and can assist Speech Language pathologists in clinical practice.

1. INTRODUCTION

Speech language pathologists are concerned with identification, assessment and management of speech,
language and swallowing disorders. Speech disorder is considered to be an impairment of articulation of
sound, fluency or voice. Stuttering as the deviation in the ongoing fluency of speech, an inability to maintain
the connected rhythms of speech[1]. A voice disorder exist when the pitch, quality, and loudness differs
from the voices of others of similar age, gender or cultural group. Dysarthria refers to imperfect articulation
of speech sounds caused by central nervous system damage and exhibit resonatory, respiratory, phonatory
and articulation problems.

The Speech-Language professionals use both formal (standardised) and informal (non standardised)
tests to deal with communication deficits. The use of state of the art technology in speech language pathology
has been identified with increased implications. In recent times advancements has been possible with
improved in technology of computers and statistics. Diagnostic formulation has been restricted to
quantization of nasalence, intensity of the sustained vowel and other spectral characteristics [2]. Several
transcript programs have been used for analysis. One such is the Systematic Analysis of Language Transcripts
(SALT) that manages the process of eliciting, transcribing, and analyzing language samples. However, the
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process seems to be time consuming and sophisticated. Hence, speech processing methods have gained
popularity recently to determine the speech intelligibility[3]. One such technology that has influenced the
field of speech language sciences and disorders is Automatic Speech Recognition-ASR[4].
ASR  is traditionally been considered as a process of converting speech into a sequence of words with the
help of an algorithm implemented on to a personal computer[5]. The early speech recognition software was
too cumbersome to handle, too slow and was undependable. ASR systems were introduced way back in
1950's but very not found to be effective initially and the performance was limited to single word/digit
recognition which was needed to be modified further[6]. In the recent decades greater advancements in the
field of signal processing, computer technology and information statistics ASR has enormous applications.
The contribution of ASR are in almost all the fields such as health care (American recovery reinvestment
act, 2009), military aviation[7] entertainment[8], banking[9], transport[10], medical sector[11] and few other general
purposes such as dictation and translational purposes. ASR technology is bound to replace the traditional
interface between man and the machine.

ASR systems can be classified by the types of utterances such as individual words, connected words,
speech in terms of both connected and continuous. Similarly they can be classified based on the factors
affecting the signal and its recognition i.e. speaker dependent and independent. Issues or factors affecting
ASR include environmental factors (different types of noises), transducers (microphone quality, distortion
echo), styles in speaking, tone of voice (quiet, normal or loud), speech production (isolated words or speech
in terms of continuous or connected), rate of speech (fast, normal, slow) and vocabulary (large, medium or
small)[12].

Fig. 1. Factors affecting Automatic Speech Recognition
(Adapted from Speech recognition by machine: A review[5])

Functioning of a typical ASR system can be understood in different steps. Firstly the speech signal
which is a acoustic form is transformed into a varying electric current by the microphone. After the signal
is adjusted to a constant volume, the electric signal is filtered for noise and other unwanted signals and
aliasing. Later ,analogue to digital conversion takes place (Sampling frequencies varies from 8 to 25 kHz)
and framed by overlapping and Hamming windows with a frame rate varying from 50 to 100 Hz is applied
for a window length of 16 to 32ms sample. The resulting signals are acoustically analysed based on auditory
perceptual functions. These functions may be coded with Mel Frequency Cepstral Coefficient (MFCC) or
Perceptual Linear Prediction Coefficients (PLPC) .Vocal tract length normalization (VTLN) function is
applied to normalise the first and second order derivatives. Feature extraction produces frames that are
categorised according to their spatial qualities and coded to reduce data size for subsequent pattern matching
and recognition process. The obtained speech frames are compared with the speech frames from the training
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corpus of with the help of Gaussian mixture model (GMM) which are implemented in Hidden Markov
Model (HMM). A similarity measure or matching distance is utilised to calculate the probability of certain
feature vectors given as a set of HMMs. The best matches are selected as candidates to form speech phonics
(Sounds).By analogical-statistical methods phones are concatenated to form words and sentences. These
processing steps depend much on adequate language models(phoneme, word and sentence level).Language
models may be either linguistically or statistically grounded.

The effectiveness of an ASR system is usually expressed in terms of accuracy and speed [5]. Speech
recognition accuracy is generally expressed in terms of Word error Rate (WER) or Command Success Rate
(CSR). By analogy ASR Systems never produce 100% results. The WER is computed from Levenshtein
distance, which works at the word level instead of phoneme level.
Word error rate can be computed as,

S D IWER
N

 
 ... Eq. (1)

Where  " S " represents Number of substutions, " D" represents the number of delitions, "I" represents the
number of insertions and " N" represents the total words in the reference.

In a routine clinical setup Speech language pathologists tend to follow perceptual judgements which
are less time consuming. However, perceptual judgements made even by expert professionals might lack
reliability.  Hence, it is feasible for the Speech language pathologists to use the best possible, modern,
ethical, effectively proven assessment and management protocols for communication disorders. Attempts
have been reported to quantify speech and voice but are restricted to assessment of nasalence in text passages,
spectral characteristics and intensity of voice in sustained vowels. The application of ASR in voice, speech
and language assessment and therapy are important concern to many professionals. Efforts have been
made to determine the accuracy of ASR for speech or language disorders[13]. Speech intelligibility assessments
using the speech processing methods are receiving increased attention in the current decades.

1.1 Aim of the study

The present study aims to throw light on the accuracy of a custom made ASR system and its accuracy in the
field of speech language sciences and pathology.
The specific objectives of the study are as follows,

(1) To investigate the accuracy of ASR system (speech recognition score) for normal adult speakers
(2) To compare the speech recognition scores for normal adult male and female speakers
(3) To investigate the speech recognition score for 3 clinical conditions
(4) To compare the speech recognition scores for normal and clinical population
(5) To evaluate the effects of interaction between the experimenter and clinical condition

2. METHOD

2.1 Participants

A total of 30 normal subjects (15 males and 15 females) within the age range of 15-30 years participated in
the study. The clinical group consisted of 15 subjects with various communication disorders such as voice
disorders, stuttering, and dysarthria. Each clinical condition constituted a total number of 5 participants.
The participants were evaluated for the speech deficits at All India Institute of Speech and Hearing and
were diagnosed to have moderate to mild degree of severity. All the above participants were able to read
the standardized Rainbow passage[14].A written consent was taken from the participants in the study.
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2.2 Material

The Rainbow Passage from is one among the few standard reading passages which is utilised in the field of
communication disorders for the purpose of assessment. Speech language pathologists also use the passage
to Study accent variations, reading comprehension, and even as a speech exercise. It has also been used in
testing language recognition software. It contains almost all phonemes of English except  and glottal
stops.

2.3 Instrumentation

An interactive database system approach was utilised, where the ASR system accepts voice as the input
and produces the corresponding text as the output. It is a speaker adaptable ASR system. It takes in voice
input as Structured Query Language (SQL ) or NO-SQL commands and then converts them into text.Sphinx4
is the tool which is used to execute this module . It is based on HMM (Hidden Markov Models) a type of
statistical model. Sphinx4 helps to identify the speech of the user and detects the presence of noise in the
speech signal, if present it will be discarded & provides the essential string for further dispensation.

The speech of the users is stored as wave file and is taken as the input for further processing. Here we
need to consider the configuration file for processing the user voice input. The configuration file contains
the required details for processing a wav file; the sampling rate for processing the speech signal is stored in
the configuration file. Sphinx4 plays a vital role and it has an in-built recognizer, decoder, feature extractor
in it; it checks with the linguist for any rule violations. When an acoustic model is being generated, the
speech signals are initially altered to series of vectors to represent the signal characteristics. Front end is
used to produce these vectors and are present inside the recognizer. These features extracted from the
speech signals are present in the acoustic model of Sphinx4 which has a dictionary to store it.

In order to represent the grammar used in speech recognition, Uni-gram language model was used.
Microphone has the sampling rate of 16 kHz and 16bit mono track. The tool uses windower and MFCC as
feature extractors ( Mel-frequency cepstral  coefficients). Input recognized prior is converted into a standard
text format later. Each line of the text is compared within the database with the help of the configuration
file and provides the output in terms of accuracy of the system.

 [%] * 100CWR
R

 ... Eq. (2)

Where "C" is the correctly recognised words and "R" is the total number of words in reference and WRR is
the word recognition rate (in percentage).

2.4 Recording protocol

The participants were instructed to read the standardized rainbow passage into the microphone connected
to the computer with the designed tool in an acoustic treated room. Adverse factors that might affect the
accuracy of the ASR system were taken into consideration such as noise and speaking rate. Further the
speech sample was analysed by the tool to provide word recognition accuracy in terms of correctly recognised
words and percentage correct words.

3. RESULTS

3.1 Accuracy of ASR system for normal adult speakers

For normal age group (NAG) with a sample size of 30 (N=30), the mean accuracy of speech recognition
scores were found to be 73.77% (SD = 5.62). Among the group of 30 participants,   minimum and maximum
speech recognition scores were found to be 62.55 % and 85.47% respectively. Fig 2 illustrates the overall
variation of mean scores for the NAG group. The results suggest that the accuracy of speech recognition
scores did differ for the normal participants.
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3.2 Comparison of speech recognition scores across normal adult male and female speakers

Similarly the analysis was performed and the scores were computed across gender among the normal
participants. The mean accuracy for speech recognition in a normal adult male group (NAM) were found
to be 74.67 (SD= 6.02) with a range of 62.75 to 85.47.  On the similar lines, the mean accuracy for speech
recognition in a normal adult female group (NAF) were found to be 72.86 (SD= 5.25) with a range of 62.55
to 81.96. The mean accuracy scores and standard deviations for both the groups are displayed in Fig 2.
Independent "t" test was performed to find the significant difference in mean accuracy scores between
NAM and NAF groups. Results revealed no significant difference between the groups. Sample size within
both the groups i.e. NAM and NAF were kept constant (N=15). The results revealed that the recognition of
words by the ASR system, newly developed tool was similar for both the gender groups.

3.3 Accuracy of ASR system across clinical conditions

The clinical group constituted 3 groups, specifically Voice disorder (VD), Dysarthria (DY) and Stuttering
(ST). Fig 3 illustrates the mean accuracy scores for the clinical group which included the sample size of 5 in

Fig. 2. Showing the mean accuracy scores and standard deviations for NAG, NAM and NAF Groups

Fig. 3. Mean accuracy scores for the clinical group
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each of the subgroup of clinical condition. The mean accuracy for speech recognition for VD, DY, ST were
found to be 56.66 (SD = 3.86), 40.2 (SD=3.76), 53.8 (SD= 5.12) respectively. Table 1 represents mean accuracy
speech recognition scores across the 3 clinical conditions such as Voice disorder, Dysarthria and Stuttering.

Table 1. Mean accuracy scores of VD, DY and ST groups

Groups N Mean SD

Voice  disorder (VD) 5 56.66 3.86
Dysarthria (DY) 5 40.26 3.76
Stuttering (ST) 5 53.81 5.12

Table 2. Level of significance across groups.

Groups |z| p value

Group 1 and 2 3.53 0.00*
Group 1 and 3 3.53 0.00*
Group 1 and 4 3.53 0.00*
Group 2 and 3 2.61 0.00*
Group 2 and 4 0.83 0.40
Group 3 and 4 2.61 0.00*

*Indicates statistical significance at 0.001 level; Group 1 = Normal (NAG); Group 2 = Voice  disorder (VD);
Group 3 = Dysarthria (DY); Group 4 = Stuttering (ST)

3.4 Comparison of Automatic speech recognition scores for normal and clinical population

On comparing the mean accuracy speech recognition scores for normal and clinical group Mann-Whitney
Test results revealed a significant difference. Further a significant value of |z| = 5.41 at 0.001 level was
noted between the control and clinical group. The results suggested that the overall mean recognition score
for clinical group was lower compared to control group. The data revealed that the speech for normal were
recognized approximately 70% of the time whereas for the clinical group it was only around 50%.

3.5 To evaluate the effects of interaction between the experimenter and clinical condition

The mean accuracy of speech recognition scores for the experimenter was around 75.37 (SD = 6.08) and for
the clinical condition the mean value was 56.17 (SD= 11.02). Wilcoxon Signed Ranks Test was used to test
the effects of interaction between the experimenter and clinical condition. The results revealed |z| value to
be 2.70, significant at 0.05 levels and Asymp. Sig. (2-tailed) .007 revealing good interactional ability of the
ASR system.

Kruskal-Wallis Test was performed to determine the significant difference across clinical groups. The
results indicated a significant difference between the clinical groups. The Chi-Square value showed 30.480,
p < 0.001.  Therefore, Mann-Whitney test was employed for further analysis to find pair wise significant
variation across the groups. Table 2 summarizes the values of |z| and the level of significance for all the
groups. The comparison revealed a significant difference between all the groups except VD and ST clinical
group.
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4. DISCUSSION

The word recognition scores of around 73.77± 5.62 was observed in the control group . The percentage
of correctly identified words (74% approximately) by the newly developed tool is an acceptable score. The
speech recognition score by other standard commercially available speech recognition software such as
dragon naturally speaking[15] probably might provide a score greater than 70%. However, the difference
between score obtained in the present study might be lesser only by 10 - 20 %. The possible reasons for this
being the effects of speaking rate, accent variations, influence of language models, no. of specific training
protocol used (as the tool was developed as a speaker adaptable ASR system).

The results of the clinical population revealed better speech recognition scores for VD, ST and DY
respectively. The clinical conditions are labelled in a descending order of accurate recognition scores. It
was noted that the DY subgroup had poor WR when compared to the other subgroups. The obtained
results are in accordance with previous research work[16], [17], [18]. The authors reported that the speech
recognition score was considerably poor for individuals with dysarthria when compared to individuals
without dysarthria.. Specifically,[19] found 75% mean accuracy score for normal and reduction to 57% for
dysarthrics.

The results of our tool are the percentage of correctly recognised words (WRR). For clinical purpose the
tool is implemented onto a Personal computer with a sound card .The calculation of WRR is quickly
performed in less than real time, making it a time and manpower saving procedure. Thus, the above tool
can be used in everyday purpose for clinical use.

Normally, ASR systems are used to recognise speech as accurately as possible .we used the technique
of ASR to quantify the influence of altered speech on recognition abilities of the ASR system. The assessment
of quality of recognition allows in assessing the quality of speech signal. In order to exclude the influence of
other factors a standard text with a stable recording setup was used.. The tool might be applicable to other
kinds of communication disorders such as aphasia, hearing impairment etc. However, the standardization
of the tool with age, gender, diagnostic condition related matched norms must be established before use.
The tool should be used on a larger population to quantify the results.

5. CONCLUSIONS

ASR systems can not only produce text from speech, but can also be used to score the speech performance
of an individual. This being possible only because recognition process being a sort of mathematical
comparison resulting in a measure of distance between the actual performance and the model. The newly
developed tool presents an objective, low effort and cost friendly procedure to assist the speech language
pathologist. It assists the clinician in assessment, diagnostic formulation, report writing and also function
as a self monitoring system. Further, the new ASR system would aid in bridging the gap between other
objective procedures and perceptual evaluation for individuals with communication impairment. Henceforth
it can be concluded that Speech evaluation using ASR system is a valuable mean for clinical and research
purposes in order of determining the global function outcome of speech domain of an individual.
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ABSTRACT

This paper introduces a combined feature method for speaker modelling using the nonlinear
properties of the human vocal tract. Speech generation has classically been modelled as a linear
system, which provides a convenient and simple mathematical formulation. However a number of
nonlinear effects are present in the physical process which limits the effectiveness of the linear
model. We have analysed Capacity Dimension (CD), Correlation Dimension (CRD), Kolmogorov
Entropy (KE) and Largest Lyapunov Exponent (LLE) of selected phoneme from different speakers.
Eigen values of the Reconstructed Phase Space (EV-RPS) and Spectral Decay Coefficients (SDC)
are also extracted for speaker modelling. We have experimentally verified the effectiveness of the
proposed speaker identification system based on the combination of nonlinear features using Feed
Forward Multilayer Perceptron Classifier (FFMLP) simulated using the error back propagation
learning algorithm. The results indicate that the human vocal tract shows the properties of a
deterministic chaotic system and the proposed nonlinear features can be effectively used for
improved speaker identification.

1. INTRODUCTION

Speaker modelling is one of the major task in the speaker recognition problem. The basic objective of speaker
modelling is to be identified the speech of an individual speaker from all other unique speakers. Recognising
a speaker involves extracting features that characterise the speaker from their speech signal, and modelling
them using speaker models. It was Lawrence Kersta who made the first major step towards speaker
identification by computers as he developed spectrographic voice identification at Bell Labs in the early
1960s. His identification procedure was based on visual comparison of the spectrogram, which was generated
by a complicated electro-mechanical device [1]. Although the visual comparison method cannot cope with
the physical and linguistic variation in speech, his work encouraged the introduction of automatic speaker
recognition. The global shape of the DFT magnitude spectrum, known as spectral envelope, contains
information about the resonance properties of the vocal tract and has been found out to be the most
informative part of the spectrum in speaker recognition [2].

In the subsequent four decades, speaker recognition research has advanced a lot. Speech production
has been assumed to be linear in the past, and the parameters such as the Mel frequency cepstral coefficients
(MFCCs) and linear predictive cepstral coefficients (LPCCs) are used in speech recognition system.
Nowadays this linear model has been challenged, and the importance of the nonlinearities emphasised[3].
Nonlinearity is routinely included in attempts to model the physical process of vocal cord vibration, which
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have focused on two or more mass models [4].Observation of glottal waveform reinforce this evidence,
where it has been shown that this wave form can change shape at different amplitudes. Such change would
not be possible in a strictly linear system where the wave form shape is unaffected by the amplitude changes.
Nonlinear signal processing techniques have several potential advantages over traditional linear signal
processing methodologies [5-13]. They are capable of recovering the nonlinear dynamics of signals of interest
possibly preserving natural information. In this context we have analysed Capacity Dimension, Correlation
Dimension, Kolmogorov Entropy, Largest Lyapunov Exponent, Eigen values of the Reconstructed Phase
Space and Spectral Decay Coefficients of selected phoneme for fifty different speakers. Lyapunov exponents
related with a trajectory which gives a measure of the average rates of convergence and divergence of
nearby trajectories [14]. Fractal dimensions (capacity dimension and correlation dimension) quantify the
number of degrees of freedom and the extent of self-similarity in the attractor's structure [15]. Kolmogorov
entropy measures the rate of information loss or gain over the trajectory. These measures search for a
signature of chaos in the observed time series [16].Eigen values are special set of scalars obtained when an
operator operates on a time series.   These scalars can be used to characterize the nature of the operator [17].
Since these measures quantify the structure of the underlying nonlinear dynamical system, they are prime
candidates for feature extraction of a signal with strong nonlinearities.

Finally, we analysed the speaker identity based on the non-linear properties of the power spectral
measures of the speech samples which are normally not considered in any of the conventional feature
extraction methods. The power spectra measures of the speech sample show interesting similarities with
the theoretical chaotic models. The source and system are separated by cepstral method and power spectral
measures are carried out.  It is observed that, there exits an exponential decay in the power spectrum of the
speech samples similarly as seen in the case of Lorenz and Rossler chaotic dynamical system models [16].
Spectral Decay Coefficients are then extracted from the power spectrum of the speech data. Different features
are combined to model each unique speaker. The speaker identification experiments are conducted based
on the proposed SDC features using Feed Forward Multilayer Perceptron Classifier (FFMLP) simulated
using the error back propagation learning algorithm. The rest of this paper is organized as follows.
Section1presents various nonlinear features used for speaker modelling. The simulation experiment and
results are presented in Section 2 and Section 3 concludes the work.

2. NONLINEAR FEATURES USED FOR SPEAKER MODELING

There is strong theoretical and experimental evidence for the existence of important nonlinear 3D fluid
dynamics phenomena during the speech production that cannot be accounted by the linear models. Examples
of such phenomena include modulations of the speech airflow and turbulence. Teager and Teager present
several physical measures that show turbulences in the airflow [17]. We can view the linear model only as
a first order approximation to the true speech acoustics, which also contain second-order and nonlinear
structures.

To study the nonlinear properties of the system it is necessary to reconstruct a phase space from the
time series. The dynamics of a system can be studied by extracting invariant parameters from the
experimental time series data. The process of reconstructing the system's attractor is referred to as
embedding[7]. The simplest method to embed scalar data is the method of delays. In this method, the
pseudo phase-space is reconstructed from a scalar time series, by using delayed copies of the original time
series as components of the Reconstructed Phase Space (RPS). According to Takens' embedding theorem a
reconstructed phase space can be produced for a measured state variable xn, where n = 1, 2, 3, 4… N, via the
method of delays by creating vectors given by

    
   2 ( –1)  ... n n n n n dX X X X X (1)

Where d is the embedding dimension and  is the chosen time delay value. The row vector, Xn, defines
the single point in the RPS. The row vectors then can be compiled into a matrix called a trajectory matrix to
completely define the dynamics of the system and create a reconstructed phase space as :
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RPS for vowel /a/ spoken by four different speakers (d=3) is shown in Fig. 1. There are several ways to
generalize dimension to the fractional case, like correlation dimension, Lyapunov dimension etc. The
following section explains various RPS based nonlinear features used in this study.

Fig. 1. Reconstructed Phase Space (RPS) for vowel /a/ spoken by four different speakers (d=3)

2.1 Lyapunov Exponents

The analysis of separation in time of two trajectories with infinitesimally close initial points is measured by
Lyapunov exponents [14]. For a system whose evolution function is defined by a function f, we need to
analyse the time evolution of the trajectory in phase space using the relation,
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   ( ) (0) (0)Ndx t x f x
dx (3)

Where x(t) is the variation from true value x(t) at time t and x(0) is the variation from the true value x(0)
at time t=0.

To quantify this separation, we assume that the rate of growth (or decay) of the separation between the
trajectories is exponential in time. Hence we define the exponents, i as :

     0
1lim ln ( )n

n i i pi e g J p
n (4)

Where, J is the Jacobian of the system as the point p moves around the attractor. These exponents are
invariant characteristics of the system and are called Lyapunov exponents, and can be computed by applying
the above equation to points on the reconstructed attractor. The exponents read from a reconstructed attractor
measure the rate of separation of nearby trajectories averaged over the entire attractor. Largest Lyapunov
Exponent (LLE) can be used as a feature value for uniquely modelling the speaker.  Here we used the
method of Rosenstein provided by the TISEAN toolbox for the computation of LLE. The method returns
two-column vector with the number of iterations in the first column and the logarithmic stretching factor in
the second column. The slope of the semilogarithmic plot of the stretching factor over the iteration is an
estimator of the maximal positive Lyapunov exponent. Fig. 2 shows the Lyapunov exponent of the vowel
/a/.

2.2 Capacity dimension

There are different ways to define the dimension, d(A), of a set A. One approach is the capacity   dimension
dB. For a one dimensional figure such as straight line or curve of length L, it can be   covered by N() one
dimensional boxes of size . The capacity dimension is defined as,






 
 
 

log  ( )
1log  

dB
(5)

To compute the box counting dimension, break up the embedding space into a grid of boxes of size .
Then count the number of boxes N(), inside which , at least one point of the attractor lies.

Fig. 2. Lyapunov exponent of the vowel /a/.
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2.3 Correlation dimension

Fractals are objects which are self-similar at various resolutions. Self-similarity in a geometrical structure is
a strong signature of a fractal object. Correlation dimension is a popular choice for numerically estimating
the fractal dimension of the attractor [16]. Suppose that many points are scattered over a set. The typical
number of neighbours of a given point will vary more rapidly with distance from that point if the set has
high dimension than otherwise. Correlation dimension dC measures the variation of average fraction of
neighbouring points with distance. The correlation integral Cd(R) in d dimensional space is given by



 
  

  
2 , 1

( ) lim 1 / ( )
N

i jN
Cd R N H R Xi Xj (6)

Where Xi and Xj are points on attractor, H(y) is the Heaviside function, N is the number of point randomly
chosen from the data set. The Correlation dimension dC is the variation of Cd(R) with R.

 0
[ ( )lim log
log  

d
c R

C Rd
R (7)

2.4 Kolmogorov entropy

Entropy is a well-known measure used to quantify the amount of disorder in a system. It has also been
associated with the amount of information stored in general probability distributions. Numerically, the
Kolmogorov entropy can be estimated as the second order Kolmogorov entropy (K2) and can be related to
the correlation integral of the reconstructed attractor as [16]:




  0 2( ) ~ lim  exp( )D
d S

d
C dK (8)

Where D is the fractal dimension of the system's attractor, d is the embedding dimension and  is the time-
delay used for attractor reconstruction. This leads to the relation:
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In a practical situation, the values of  and d are restricted by the resolution of the attractor and the
length of the time series.

2.5 Eigen value of reconstructed phase space

Eigen values are a special set of scalars associated with a linear system of equations  that are sometimes
also known as characteristic roots, characteristic values, proper values, or latent roots [18]. Let A be a linear
transformation represented by a matrix. If there is a vector X  R0 such that

AX = X (10)
For some scalar , then  is called the eigen value of A with corresponding (right) eigenvector X. The

Eigen values can be used for dimensionality reduction [20]. We have calculated eigen values of Reconstructed
Phase Space (RPS-EV) for different d values. A detailed analysis of eigen values obtained in different
dimensions of RPS had conducted to identify the optimum d value.

2.6 Speaker modelling using chaotic properties of the power spectrum

The power spectrum of a chaotic system exhibits an exponential decay at high frequencies and the decay
constant characterizes the system. It is also evident that the speech producing system is chaotic in nature.
In this context, we studied the power spectrum of speech signal for extracting certain nonlinear features for
speaker modelling.

The power spectrum of the speech signals is computed and compared against each speaker. For further
examination, we smoothed the power spectrum using Linear Predictive Coding (LPC) based smoothing
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Technique. An LPC smoothes using a speech-appropriate vocal tract-like function (based on a simple source
filter model of speech), so it is generally well-suited to the analysis of speech and facilitates finding
formants[19]. The LPC smoothed power spectrum and the corresponding exponential fit extracted for the
vowel /a/ are shown in Fig. 3. Further the Spectral Decay Coefficients (SDC) are extracted and used as
feature for speaker recognition.

3. SIMULATION EXPERIMENT AND RESULTS

The speech database consists of five English vowels (/a/, /e/, /i/, /o/ and /u/) uttered by 50 different speakers
(20 utterances of each vowel from every speaker) is constructed. We extracted Capacity Dimension (CD),
the Correlation Dimension (CRD), Kolmogorov Entropy (KE), Largest Lyapunov Exponent (LLE) and Eigen
values of the Reconstructed Phase Space (EV-RPS) for five vowels uttered by 50 different speakers of same
age group. The Reconstructed Phase Space (RPS) plots over different dimensions and the eigen values
obtained from it are thoroughly analysed and found that optimum result is obtained at d=5. The speaker
identification capabilities of the proposed Spectral Decay Coefficient (SDC) parameters are investigated.
The SDCs are extracted from speech samples of five vowels taken from the database.

Here we used the database consisting of 250 samples of five vowels collected from fifty different speaker
for training and a disjoint set of vowels of same size from the database for recognition purpose. Further, the
FFMLP is simulated with the back propagation learning algorithm. A constant learning  rate  0.01,  is used
(value  of  I was  found  to  be optimum  as 0.01  by  trial  and  error method). The initial weights are obtained
by generating random numbers ranging from 0.1 to 1. The number of input layer is fixed according to the
feature vector size and the five output nodes representing five vowels.  The recognition experiment is
repeated by changing the number of hidden layers and number of nodes in each hidden layer for obtaining
the successful architecture.

The  network  is  trained  using  SDC  feature  and  RPC- EV  features  extracted  from  the  vowel
samples of 50 speakers. Here we used a set of 50 samples each of five vowels spoken by different  speakers
for iteratively  computing the final weight matrix and disjoint  set of vowels of same size from the database
for identification purpose. The experiment is repeated by adding capacity dimension, the correlation
dimension, Kolmogorov entropy and Lyapunov exponent along with the above mentioned parameters.
The block diagram of feature extraction techniques is illustrated in Fig. 4.

Fig. 3. Exponential fit over the LPC smoothed power spectrum for vowel /a/.



122 Journal of Acoustical Society of India

R.K. Sunil Kumar, K.M. Muraleedharan, P. Vivek and V.L. Lajish

The recognition accuracy obtained for fifty different speakers based on above said features extracted
from each of the five vowels using FFMLP classifier are tabulated in table 1. The graphical representation
of the recognition result is showed in Fig. 5. The experimental results indicate that the combined feature
approach gives better speaker identification accuracy.

Table 1. Speaker Identification Results

Parameters Size of the Speaker identification Average
used parameter accuracy (%) (foreachvowel) (%)

//a/ //e/ //i/ /o/ /u/

SDC 4 71.12 59.80 64.00 54.74 69.00 63.73

SDC + RPC- EV 9 86.66 63.45 71.00 67.00 77.74 71.17

SDC+RPC-EV+LLE+ 13 88.00 66.00 74.00 70.00 82.00 73.00
CD+CRD+KE

Fig. 5. Comparison of Speaker Identification Results

Fig. 4. Block diagram of feature extraction technique

Size

Size=4
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4. CONCLUSION

In this work, we modelled the speaker identity based on the non-linear properties of the speech samples
with invariant features or characteristics of the system for the purpose of identification.

We have analysed the largest positive Lyapunov Exponent, Capacity Dimension, Correlation Dimension,
Kolmogorov Entropy, Eigen Values of the Reconstructed Phase Space and Spectral Decay Coefficientsof
selected phoneme for fifty different speakers. The speaker recognition experiment is conducted using
Multilayer Feed Forward Neural Networks using combined nonlinear features. The experimental results
indicate that the proposed SDC approach by itself is still below (63.72%) that of conventional features.  The
results  further  shows  that the combined  approach  in which  the SDC features, when used with RPC-EV,
LLE, CD, CRD and KE, offers enormous improvement in speaker identification (on an average of 73.0%)
accuracy.
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ABSTRACT

The aim of the present study was to check the benefit of directionality and DNR algorithms of
binaural WDRC wireless technology hearing aids on speech intelligibility in a noisy environment.
The study had included 14 participants (between 27-55 years of age) with bilateral mild to moderate
flat sensorineural hearing loss. Two hearing aids with wireless technology were programmed and
fitted. SNR-50 was obtained using sentences in the conditions with and without wireless option,
directionality and DNR algorithms. The sentences were played through a speaker at a fixed angle
of 0°. Calibrated speech babble was used as noise and the babble was routed through speakers in
0°, 90°, 270° and in both 90° and 270° at a fixed presentation level of 70 dB SPL. The level of speech
was varied till SNR-50 was achieved. The mean SNR-50 ranged from + 3.0 dB to + 7.5 dB. Friedman
test and Wilcoxon signed rank test were carried out for statistical analysis. Results revealed that
there was a significant improvement in SNR-50 using the wireless synchronization hearing aids
when compared to deactivation of wireless synchronization option. Activation of directionality
and DNR together, and activation of only directionality significantly further improved the speech
perception in noise.

1. INTRODUCTION

Digital hearing aids have noise reduction techniques to improve speech perception in noise in individuals
with hearing loss. The digital noise reduction algorithm (DNR) and directionality in digital hearing aids
analyze the incoming signal based on its acoustical characteristics and the direction and categorize whether
the incoming signal is noise or speech. Ear to ear synchronization or wireless synchronization technology is
a modern technology added to some of the current digital hearing aids. These hearing aids communicate
with each other and give binaural information to the brain. It is important that these algorithms coordinate
between the two ears so that the brain identifies the correct sound source and speech even in a complex
environment. These advanced digital signal processing algorithms in hearing aids with wireless
synchronization technology work by sharing information between the two ears[1]. This has been said to
improve the binaural cues, which in turn improves the speech perception in noise. This technology,
reportedly, significantly improves speech comprehension, particularly in loud environments. There are a
few research studies evaluating the performance of the hearing aids with wireless communication [1][2][3][4].
Most of them report of superior performance of the wireless synchronization technology. Nevertheless,
these studies have evaluated the effect of either only the wide dynamic range compression (WRDC) on
speech perception in noise [1] or all the digital signal processing algorithms (i.e., WDRC, Directionality and
DNR) activated together [4]. There are no published reports, to our knowledge, evaluating each of the

© 2016 Acoustical Society of India
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advanced features systematically. The working of the algorithms in wireless hearing aids may or may not
be better than that in hearing aids without wireless technology. It is, hence, important to present evidence
to see the use directionality and DNR algorithms with wireless communication facility in order to justify
the higher cost of the hearing aids with wireless technology.

2. AIM

The current study aimed to check the benefit of directionality and noise reduction algorithms of binaural
WDRC wireless synchronization technology hearing aids on speech intelligibility in a noisy environment.

3. OBJECTIVE OF THE STUDY

The objective of the current study was to compare the speech recognition ability in noise in the aided
conditions with and without wireless synchronization, directionality and DNR, in individuals with hearing
impairment, using binaural wireless synchronization technology hearing aids.

4. METHOD

4.1 Participants

Fourteen participants (10 males and 4 females) with bilateral sensorineural hearing loss, in the age range of
27-55 years (mean age = 39 years) participated in the study. All the participants had mild to moderate flat
symmetrical sensorineural hearing loss. They were native speakers of Kannada language. Routine
audiological evaluation was carried out prior to testing.

4.2 Equipment / Material

Two digital wireless transmission WDRC hearing aids of same model with fitting range from mild to
moderately severe degree of hearing loss were used. These had an option of enabling or disabling the
directionality, DNR algorithms and wireless transmission. A computer attached to NOAH link was used
for programming the hearing aids using NAL-NL1 prescriptive formula, with appropriate cables and
appropriate software. Adequate gain was provided with fine tuning to both ears independently after
applying first fit with NAL-NL1. Bruel and Kjaer Hand held sound level meter was used with a ½ inch
free-field microphone for the calibration of stimuli. Eight Genelec 8020B speakers mounted on Iso-PodTM

(Isolation position/decouplerTM) vibration insulating stand located at 0°, 90°, 90° & 270° azimuth were
used for the speech in noise experiment. A personal laptop connected to the Maico MA-52 audiometer's
auxiliary input was used to present the stimuli.

4.3 Procedure

Speech intelligibility in noise was assessed using the sentence test in Kannada language developed by
Geetha et al [5]. This test has 25 equivalent lists with ten sentences each. Each list has 40 key words. The
sentences were delivered through the speaker kept at 0°. Eight talker Kannada speech babble was used as
noise. The sentences in Kannada language was presented in a) Quiet situation, b) Noise from the front (0°
angle), c) Noise from the right (90° angle), d) Noise from the left (270° angle) and e) Noise from both 90°
and 270° angle speakers. The speech babble was presented at a constant noise level of 70 dB SPL and the
intensity of the speech stimuli was varied in 2 dB steps to find out the SNR at which atleast 50% of the key
words were repeated. The difference in the level of noise and speech was noted down as the SNR-50.
Before the actual test started, a practice session was given. The test conditions were randomized to reduce
the order effect. Each sentence lists was used only once in order to avoid practice effect.

5. RESULTS

The data were subjected to statistical analysis using the SPSS (Statistical package for social science) software
version 20. The mean and standard deviation (SD) of SNR-50 in all the eight conditions are given in Table 1.
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From the Table 1, it can be observed that the mean SNR-50 value ranged from + 3.0 dB to + 7.5 dB. A
lesser SNR-50 value indicates better performance and a larger SNR-50 indicates poorer performance. The
data were assessed for normality. The results showed no normal distribution and hence, non-parametric
test, Friedman test and Wilcoxon signed rank test were done. The results of Friedman test revealed a
significant effect seen in 0 degree (x2(7) =34.5), in 90 degree (x2(7) =64.2), in 270 degree (x2(7) =66.3) and in
both 90 & 270 degree Azimuth (x2(7) =74.9) at 0.001 level of significance. In order to find out which of the

Table 2. Results of Wilcoxon signed rank test at 0° azimuth condition

Conditions Wireless Wireless Wireless Wireless Wireless Wireless Wireless Wireless
On On Direc- On On Off Direc- Off Off Off

All On tionality On DNR On All Off tion ality On DNR On All On All Off

Wireless On
All On
Wireless On 0.180
Directionality On
Wireless On 0.008 0.046
DNR On
Wireless On 0.007 0.034 0.157
All Off
Wireless Off 0.013 0.046 0.206 0.527
Directionality On
Wireless Off 0.004* 0.020 0.257 0.739 0.739
DNR On
Wireless Off 0.002* 0.005* 0.035 0.132 0.366 0.206
All On
Wireless Off 0.001** 0.001** 0.011 0.058 0.206 0.059 0.763
All Off
Note: Wireless = Wireless synchronization between the right and left hearing aids; All on = DNR and

Directionality On; All off = DNR and Directionality off; Significant effects are in bold; **p<0.005,
***p<=0.001.

Table 1. Mean and SD of SNR-50 in all the conditions and in all degrees (n = 14).

S.no Conditions\Speaker Azimuth 0° 90° 270° 90° & 270°

Mean SD Mean SD Mean SD Mean SD

1 Wireless On All On 3.5 1.15 3.0 1.03 3.0 1.03 3.4 0.93
2 Wireless On Directionality On 4.0 1.10 3.4 0.93 4.0 0.78 5.4 0.93
3 Wireless On DNR On 4.5 0.93 4.5 1.22 4.5 0.93 5.4 0.93
4 Wireless On All Off 4.8 1.02 4.5 0.93 4.7 0.99 6.4 0.85
5 Wireless Off Directionality On 5.1 1.02 5.0 1.03 5.1 1.02 6.0 0.02
6 Wireless Off DNR On 5.0 1.03 5.2 0.99 5.2 0.99 6.2 0.72
7 Wireless Off All On 5.5 1.39 5.2 0.99 5.2 0.99 6.1 0.53
8 Wireless Off All Off 5.7 1.06 6.2 0.72 6.2 0.72 7.5 0.85
Note: Wireless = Wireless synchronization between the right and left hearing aids; All on = DNR and

Directionality On; All off = DNR and Directionality off.
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Table 3. Results of Wilcoxon signed rank test at 90° condition

Conditions Wireless Wireless Wireless Wireless Wireless Wireless Wireless Wireless
On On Direc- On On Off Direc- Off Off Off

All On tionality On DNR On All Off tion ality On DNR On All On All Off

Wireless On All On
Wireless On 0.180
Directionality On
Wireless On 0.002* 0.005*
DNR On
Wireless On 0.005* 0.005* 1.000
All Off
Wireless Off 0.002* 0.001** 0.083 0.083
Directionality On
Wireless Off 0.003* 0.002* 0.059 0.025 0.317
DNR On
Wireless Off 0.001** 0.002* 0.096 0.025 0.317 1.000
All On
Wireless Off 0.001** 0.001** 0.003* 0.001** 0.003* 0.008 0.008
All Off
Note: Wireless synchronization between the right and left hearing aids; All on = DNR and Directionality

On; All off = DNR and Directionality off; Significant effects are in bold; **p<0.005, ***p<=0.001.

Table 4. Results of Wilcoxon signed rank test at 270° condition

Conditions Wireless Wireless Wireless Wireless Wireless Wireless Wireless Wireless
On On Direc- On On Off Direc- Off Off Off

All On tionality On DNR On All Off tion ality On DNR On All On All Off

Wireless On
All On
Wireless On 0.008
Directionality On
Wireless On 0.002* 0.046
DNR On
Wireless On 0.001** 0.025 0.317
All Off
Wireless Off 0.001** 0.005* 0.046 0.083
Directionality On
Wireless Off 0.001** 0.003* 0.025 0.046 0.564
DNR On
Wireless Off 0.000** 0.003* 0.025 0.046 0.655 1.000
All On
Wireless Off 0.001** 0.001** 0.001** 0.001** 0.005* 0.005* 0.008
All Off

Note: Wireless synchronization between the right and left hearing aids; All on = DNR and Directionality
On; All off = DNR and Directionality off; Significant effects are in bold; **p<0.005, ***p<=0.001.
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Table 5. Results of Wilcoxon signed rank test at 90° & 270° condition

Conditions Wireless Wireless Wireless Wireless Wireless Wireless Wireless Wireless
On On Direc- On On Off Direc- Off Off Off

All On tionality On DNR On All Off tion ality On DNR On All On All Off

Wireless On All On
Wireless On 0.000**
Directionality On
Wireless On 0.001** 1.000
DNR On
Wireless On 0.001** 0.020 0.008
All Off
Wireless Off 0.001** 0.046 0.046 0.083
Directionality On
Wireless Off 0.001** 0.014 0.014 0.564 0.157
DNR On
Wireless Off 0.001** 0.025 0.025 0.317 0.317 0.317
All On
Wireless Off 0.001** 0.001** 0.000** 0.005* 0.001** 0.003* 0.002*
All Off

Note: Wireless = Wireless synchronization between the right and left hearing aids; All on = DNR and
Directionality On; All off = DNR and Directionality off; Significant effects are in bold; **p<0.005,
***p<0.001.

conditions differed from each other, Wilcoxon signed rank test was done.  The results of this are presented
in Table 2.

As it can be viewed from the Table 2 that,  when the speech babble and the speech were given from the
same direction (0°), only the 'all algorithms (DNR + Directionality) ON and wireless synchronization ON'
condition was significantly (p<0.01) better than the 'all algorithms OFF and wireless synchronization OFF'
condition. There was no significant difference between other conditions.

From the Table 3 and Table 4, it can be observed that the results were similar in 90° and 270° azimuth
conditions. That is, in both the noise conditions, the presence of wireless synchronization lead to significantly
better SNR-50 (p<0.05) when compared to the conditions where the wireless synchronization was OFF.
Further, when wireless synchronization was ON, activation of both directionality and DNR resulted in
significantly better SNR-50 (p<0.01) followed by directionality when compared to the conditions where
wireless synchronization was OFF. However, the performance with DNR alone was comparable in both
wireless ON and wireless OFF conditions (p<0.01).

It can be observed from the Table 5 that, when the speech babble was given from both 90° and 270°
angles simultaneously, only the 'all algorithms ON and wireless synchronization ON' condition was
significantly (p<0.01) better than all the other conditions, and the 'all algorithms OFF and wireless
synchronization OFF' condition was significantly poorer than all the other conditions.

6. DISCUSSION

The present study evaluated the effect of directionality and DNR algorithms of binaural wireless technology
hearing aids on speech intelligibility in noise. From the results, it can be viewed that the wireless
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synchronization significantly helps the individuals to hear and understand speech better in competing
noise situations compared to without it. These results or in concurrence with Kreisman et al [1] study,
where they reported that they found a significantly higher performance with the wireless synchronization
when tested with QuickSIN test and HINT test. However, Iman et al [4] reported that they did not find any
significant difference in QuickSIN test. The reason could be that, in Iman et al's study, the participants
included in their study were older population and age related cognitive deficits may have influenced the
performance with hearing aid.

It can be also observed that when speech and noise are from the same azimuth (0°), there was not much
of difference found in speech perception across different aided conditions, except that wireless on condition
was significantly different from wireless off conditions. Directionality and DNR did not play much role
when the speech signal and noise was from the same direction. Studies have reported that, it is difficult to
perceive speech when it is originating from the same direction as of noise, because there is no spatial
separation between the speech and noise signal and it is difficult for the DSP features to separate these
signals due to lack of spatial cues [6][7]. Further, the DNR algorithm did not significantly improve
performance at 0, 90 and 270° azimuths. The reason for this could be that the background noise used was
speech babble. Speech babble has similar temporal modulations like speech. This might have made it difficult
for DNR algorithm to differentiate between speech and noise.   In spite of this, as it can be seen from our
results, binaural wireless synchronization technology did improve speech perception in noisy situation to
some extent due to the preservation of binaural cues [1] [4]. When the noise and speech are from different
speakers, that is, 90° condition and 270° condition, there was a significant difference when wireless on
along with the DSP features on condition compared to all other condition. Further, directionality also played
a significant role in speech perception along with this wireless synchronization when speech (0°) and noise
(90°) (270°) arises from different direction. It can be also observed that there is significant improvement in
speech perception when wireless synchronization was on compared to the conditions without it. There is a
very good improvement in speech perception at these conditions because of spatial separation between the
speech signal and the interfering noise. The results also indicate that there is an exchange of information
happening between both the hearing aids using wireless synchronization and hence, binaural cues are
maintained along with spatial cues which lead to better speech perception [4]. Further, the directionality
was fixed to a particular direction. In the present study, since the speech and noise were also fixed, the
directionality might have resulted in a very good improvement in binaural cues.

However, when noise was given from both speakers (90° & 270°) simultaneously, directionality and
DNR did not yield significant benefit. The same was even observed in Iman et al's study. However, the
reason for this was not given. It could be assumed that presenting noise from both the sides could not
preserve the binaural cues as much as when noise is presented from only one side.

7. CONCLUSION
The present study attempted to evaluate the effect of directionality and DNR algorithms of binaural WDRC
wireless technology hearing aids on speech intelligibility in noise. It can be concluded that there was a
significant improvement in understanding speech in noise using the wireless synchronization hearing aids
when compared to deactivation of wireless synchronization option. Activation of directionality and DNR
together, and activation of only directionality significantly further improved the speech perception in noise.
However, the DNR alone did not bring about much difference. In addition, it is also evident that the working
of these algorithms depended on the direction of background noise.
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EDITORIAL

I am very happy to write Guest Editorial Note on "Special Issue on Physical Acoustics and Ultrasonics of
Journal of Acoustical Society of India". Dr. Bishwajit Chakraborty, Chief Editor of JASI has requested for my
help to edit this issue and carry out review process. However, we both have worked hard to bring this issue
in time. He sent me relevant papers presented during NSA-2015 which held at CSIR-NIO, Goa on October 7-
9, 2015. Most appropriate papers were selected and authors were asked to submit extended papers within
stipulated time.

The extended papers, after assessing their suitability, were sent to reviewers (at least two reviewers for each
paper). The reviewers have been very co-operative in sending the reports on time. We are thankful to them.
Out of 9 papers, only six papers have been found suitable for publication in this special issue of JASI.

While we were looking for papers on technology, devices, materials development  and new measurement
applications, only velocity measurement papers (except one from NPL) were available and had to be
accommodated. We have selected best available research for this special issue. During the process of the
selection of the articles (through previous JASI and Proc. NSA 2015) as well as review, we realized that the
most of the articles are of routine type. Only limited groups in the country, are involved in the Physical
Acoustics and Ultrasonic research field.  We expect in future, this trend will change towards the better
direction  where calibration of the measurements and material development should include in depth
investigations.

In the present issue, one paper is on ultrasonic transducer characterisation while other five are on acoustic/
ultrasonic study along with other parameters of liquids, liquid mixtures, chemicals (amino, pyridine and
aniline, binary mixtures, etc.), and composites etc studied at particular temperatures.

The authors and reviewers are thanked again. I give special thanks to our Chief Editor, Dr. Bishwajit
Chakraborty,  for taking up the task in a very successful manner.

Dr. V.R. Singh
Guest Editor

Special Issue on Physical Acoustics and Ultrasonics of JASI
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ABSTRACT

Acoustic has wide range of industrial and biomedical applications. In medical science ultrasound
is used for diagnosis, therapeutic use, kidney stone disintegration, bone density evaluation, etc.
Knowledge of ultrasonic power output levels used in therapeutic ultrasound equipment has become
increasingly important. Accuracy, precision and repeatability of acoustic power measurement
assures the quality of measurements and patient safety by giving the exact exposure levels in case
where potential risks exist.  There are number of techniques used for ultrasonic power measurement
such as radiation force balance, torsion balance, planar scanning, pressure measurement, calorimeter,
thermocouple, light diffraction etc. In the present paper acoustic power is measured using radiation
force vertical float system. Vertical Float system, indigenously developed   at NPL, is used for
higher acoustic power measurement in the range of 1 to 20 W in frequency range 1 to 5 MHz in
degassed water. Acoustic power of an ultrasonic transducer excited by an ultrasonic therapy unit
at different voltages and duty cycles (9 to 30 Volts at 25%, 35% and 45% duty cycles) is measured.
Results are reported in the paper to optimize the performance of the therapy unit under design
with an uncertainty of ± 8.5%.

1. INTRODUCTION

Acoustic power is an important parameter and specifies the characteristics of an ultrasonic transducer
used for biomedical and industrial applications. There are number of techniques used for ultrasonic power
measurement [1- 5] such as by using radiation force balance, torsion balance, planner scanning, pressure
measurement, calorimetric, using thermocouple, light diffraction etc. In the present paper acoustic power
of an ultrasonic applicator and an ultrasonic power transducer is measured using radiation force vertical
float system. National Physical Laboratory, India (NPLI) maintains Radiation Force Balance (RFB) system
for total Acoustic power measurement [1-9] in frequency range 1 MHz to 15 MHz . The Primary Standard
RFB with digital microbalance has measuring range from 10 mW   to 1 W in the frequency range of 1-15
MHz with an associated measurement uncertainty of ±4.5 %. The Vertical Float System of Acoustic Power
Measurement has measuring range from 1 to 20 W in frequency range 0.5 to 5 MHz with an uncertainty of
±8.5 %. Results of the measurements will be helpful in characterisation of the transducers used in the
therapy unit or any industrial unit for particular use.

© 2016 Acoustical Society of India
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2. VERTICAL FLOAT SYSTEM AND POWER MEASUREMENT

Vertical float system is an indigenously developed system consisting of the water tank with specially
designed acoustic absorbers to make the tank anechoic[1-3]. It has specially designed conical hollow vertical
Float, a U-shape glass tube and a hollow pipe attached with the height gauge (Fig. 1 and 2).

Fig. 1. Block diagram of Vertical Float Setup for acoustic power measurement

Fig. 2. Photograph of Vertical Float set up for acoustic power measurement
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Fig. 3. Ultrasonic Applicator

For measurement of acoustic power, the ultrasonic transducer or ultrasonic applicator (Fig. 3) is adjusted
on the vertical float such that the vertical float floats in U-Tube having denser medium and is submerged in
the liquid (water) filled in the tank. As the transducer is excited, ultrasonic radiation pressure moves the
float downwards. The float is brought back to its original position by the additional displacement of heavier
liquid. The heavier liquid, filled in twin tubes, is made to rise by the movement of a steel rod downwards
at other end of the U-tube. The distance moved by the rod is calibrated with standard masses and directly
linked to evaluate the ultrasonic power.

The measurement is related to a set of calibrated masses. When some mass is placed over the float, the
float moves downwards proportionate to the value of weight in water. Ratio of the mass to the distance
moved by the rod is evaluated. Equivalent mass is calculated against the distance moved by the rod due to
ultrasonic power.

When the  distance moved by the rod due to ultrasonic power P is 'l', from the ratio of the mass to
distance, equivalent mass 'm' corresponding to distance 'l' is calculated. Ultrasonic power (in watt) is then
calculated from the following relation.

22 cos
mgc

P
θ

=

Where m is mass in kilogram and g is acceleration due to gravity in meter per second square and c is
ultrasonic velocity in  water in meter per second at particular temperature of water used.  θ = angle between
beam direction and normal to reflecting surface.

3. RESULTS AND DISCUSSION

Acoustic power of an Ultrasonic Applicator with the Therapy Unit is measured and results are given in
Table 1. Ultrasound Therapy Unit was under design by M/s I-Trace Nanotech Pvt Ltd. and the results
are helpful to upgrade the performance of unit. The total output power of the applicator with given excitation
range is from 217 to 885 mili watt (Table 1.) which is very less as the power of a therapy unit requires to be
in around 10 watts at higher side.

In other experiment acoustic power of a power transducer is measured at the resonance frequency
having maximum power at certain voltage.  For determining resonance frequency power output was
measured with varying frequency at a fixed voltage. The ultrasonic total power of the transducer varies
from few mili watts to 5 watts for peak to peak voltage range from 20 V to 150 V (Figure 4). rf voltage is
achieved by using ENI Power amplifier and Wavetek function generator. The transducer can be used as a
standard source of ultrasonic power for higher frequencies.
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Table 1. Ultrasonic power of Applicator at 1.00 MHz (Uncertainty Un is ± 8.5%).

Sr No Voltage Duty cycle Intensity Power (mW) Power at
at 40 mm of face of

water with plane transducer
wave  correction (mW)

1 9 25 Low 217.0 217.4
2 9 35 Medium 227.4 227.8
3 9 45 High 222.9 223.2
4 12 25 Low 233.2 233.6
5 12 35 Medium 235.3 235.7
6 12 45 High 241.5 241.9
7 15 25 Low 247.5 247.9
8 15 35 Medium 251.8 252.3
9 15 45 High 253.7 254.1
10 18 25 Low 253.5 254.0
11 18 35 Medium 259.7 260.2
12 18 45 High 275.5 276.0
13 21 25 Low 272.5 273.0
14 21 35 Medium 285.8 286.3
15 21 45 High 358.9 359.6
16 24 25 Low 317.9 318.5
17 24 35 Medium 344.0 344.7
18 24 45 High 497.6 498.5
19 30 25 Low 477.5 478.4
20 30 35 Medium 618.2 619.4
21 30 45 High 883.2 884.8

Fig. 4. Ultrasonic power with varying input voltage to the Ultrasonic Power transducer at 1.235 MHz.
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4. CONCLUSION

Vertical Float System as Radiation Force Balance used for quality check for output power of a therapy
system and ultrasonic power transducer in the range of few mille watt to 5 watt with an measurement
uncertainty ± 8.5%. Acoustic power of Power Transducer measured is in the range 1 mW to more than 5
Watt  at a frequency of 1.235 MHz for various input peak to peak voltage ranging from 20 Vpp to 150Vpp.
Transducer can be used a standard  source of ultrasonic power.  Acoustic power of Applicator with therapy
unit measured is helpful for up-gradation of the Therapy Unit for desired power.
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ABSTRACT

Wax Precipitation is one of the most important flow assurance problems in the transportation of
waxy crude oil along horizontal pipeline. This makes the oil industry to spend an extra energy and
money. The present work is to study the determination of approximate solvent concentration for
dewaxing in crude oil by propagation of ultrasonic wave in a compatible solvent mixture. The
compatibility of the solvent mixture of n-heptane and acetone was well studied with the help of
acoustic parameters and computed from the ultrasonic velocity and density data. The ultrasonic
velocity and density was determined at temperature 20°C. The different acoustic parameters like
compressibility, intermolecular free length, acoustic impedance and their deviated values were
calculated. Each concentration of solvent mixture was treated with the crude oil in different ratios
(1:1, 2:1, 3:1). The variation of acoustic parameters were used to determine the proper solvent
concentration for dewaxing process in terms of intermolecular interaction. The yield point of the
wax was calculated from the wax recovered after the treatment of it with solvent mixture. The
result gave an insight of increasing trend of dewaxing process with the increase in concentration of
solvent. The highest amount of wax was produced with 150 gm of the crude oil with the ratio 3:1 of
solvent mixture, within two hours of the experimental procedure.

1. INTRODUCTION

The presence of paraffin wax in crude oil presents a multitude of problems to the producers. The
problems associated with their presence range from minor to severe; depending on their quantity and
composition[1-7]. Petroleum production may be significantly affected by deposition of paraffin wax during
crude production, with devastating economic consequences. Hence, predicting wax problems within the
flow lines is essential in optimizing production and calculating operating efficiency[8]. Paraffin wax generally
consist of straight and branched chain hydrocarbons that precipitates out of  crude oil when there is a slight
change in equilibrium conditions, causing a loss of solubility of the wax in the crude oil. A decrease in
temperature is the most common cause of paraffin wax precipitation; though many other factors could
affect the process. However, the solubility of paraffin wax is not only sensitive to temperature variation,
but also an integration of physiochemical properties of the crude oil and other operation factors in production
system. Thus, accurate knowledge of physiochemical properties of solvent mixture is vital in the quest for
finding solution for handling waxy crude. The main goal of this work was to study different physiochemical
properties of solvent mixture in presence of high frequency ultrasonic wave and to predict the optimal

© 2016 Acoustical Society of India
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concentration of solvent mixture to oil ratio for removal of wax deposition using experimental methodology
to simulate wax deposition in the laboratory.

2. MATERIALS

High purity and analytical grade samples of acetone 99% (GC) and n-heptane 99.0% ( GC) were procured
from CDH fine chemicals Pvt.Ltd., India. The entire chemical used in the study were purified by standard
procedure and redistilled before use[9-11]. To minimize the contact of the deliquescent regent with moist air,
the product was kept in sealed bottles in desiccators. The purities of the sample were confirmed by GLC.
Binary mixtures were prepared by mass in air tight bottles. The mass measurements were performed on
high precession digital balance with an accuracy of + 1 mg. The densities of pure liquids and their mixture
were determined by using double arm pyknometer with accuracy of the order of + 0.01 kg/m3.

3. EXPERIMENTAL METHOD

The ultrasonic velocity was determined using multi frequency ultrasonic interferometer operating at a
frequency 2 MHz (Mittal Enterprises, New Delhi, Model-MX-3) at temperature 20°C. The accuracy in the
measurement of ultrasonic velocity was within + 0.01 ms–1. The density of the mixture was determined
with the help of specific gravity bottle. The temperature of the solution was controlled by circulating water
at a desired temperature through the jacket of double walled cell within + 0.01 K using a constant temperature
bath. Each concentration of solvent mixture was treated with the crude oil in different ratios (1:1, 2:1, 3:1).
The variation in the acoustic parameters, as observed, were used to determine the proper solvent
concentration for dewaxing, interpreting the results in terms of intermolecular interaction[12-13]. The yield
point of the wax was calculated from the recovered wax after its treatment with solvent mixture by using
the relation.

100e

o

W
Y

W
= ×

Where Y  is the yield as a percentage of the total weight of the sample; We is the weight of the extract
and Wo is the weight of the crude oil sample.  The total wax content of the crude oil sample recovered in this
study was 25.7% or 1.3 g per 5 g of crude oil sample.  After determining the optimum concentration of
solvent mixture from the analysis of the different acoustical parameters for the solvent dewaxing process,
analysis of the sample was conducted to determine the overall effectiveness of the process.

4. THEORY: CALCULATION OF ACOUSTIC PARAMETERS

The experimental measured values of ultrasonic velocity and computed values of density were used to
compute acoustic parameters such as intermolecular free length (Lf), isentropic compressibility (βS), acoustic
impedance (Z), and their deviated values. The above acoustic parameters were determined with the help
of the following relations[14-15].

Isentropic compressibility (βS) = 2

1
Cρ (1)

Intermolecular free length (Lf) =
1
2Kβ (2)

Acoustic impedance (Z) = pC (3)

and their deviated values  were calculated as YE = Ymix – (XAYA + XBYB) (4)

where the constant K is temperature dependent which is given as [93.875 + (0.375T)] ×10–8 [16] and T being
the temperature.

5. RESULT AND DISCUSSION

Fig.1 shows the variation of acoustic velocity with the increasing concentration of solvent mixture. The
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acoustic velocity decreases up to 0.70 mole fraction of solvent mixture i.e. when it contains 7.0 g of acetone
and 3.0 g of n-heptane by weight, suggesting that the interaction between the components of solvent mixture
is more. As a result, the motion of the molecules in the solvent mixture decreases reducing the acoustic
velocity. Further, it increases in acetone rich region attributing to the fact of strong hydrogen bonding
between the long carbon chain of n-heptane and carbonyl group of acetone and the dispersive force is high
between the similar molecules[17].

In fig. 2 the trend in deviated acoustic velocity (∆C) was negative for entire mole fractions of acetone. It
suggests the presence of weak intermolecular interaction within the component molecules. Again, as the
chain length has good impact on variation of acoustic velocity, the velocity decreases with the increase in

Fig. 1. Variation of ultrasonic velocity

Fig. 2. Variation of deviated ultrasonic velocity
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Fig. 3. Variation of deviated isentropic compressibility

Fig. 4. Variation of deviated intermolecular free length

the concentration of unlike molecules. The variation of deviated adiabatic compressibility and free length
in fig. 3 and fig. 4 reaspectively were found to be negative for all mole fractions of acetone, indicating the
strong interaction between acetone and n-heptane. This may be due to the more likelihood of formation of
hydrogen bond in mixture as compared to that of pure liquids of acetone and n-heptane. Graph showing
negative value of βE depicts that liquid mixture may be highly compressed which is possible when unlike
molecules are tightly bound or interaction is high. Negative value of excess Lf

E reflects strong interaction
which may be due to the association of molecules.
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Acoustic impedance is the opposition offered by the medium for the propagation of sound energy. In
fig.5 positive deviation of excess acoustic impedance, which is maximum at 0.75 mole fraction of acetone,
signifies strong interaction between polar and non-polar molecules. However, the magnitude of molecular
association decreases as component of acetone (polar molecules) increases. The interaction parameter (χ)
decreases with the increase in acetone indicating association between solute and solvent, as shown in fig. 6.
From fig. 7, it was observed that with the increase in the addition of solvent i.e. with the ratio of acetone/n-
heptane from 1:1, 2:1, 3:1 to the crude oil, the recovery of wax increased[18]. Maximum wax yield was under
the optimum conditions of acetone/n-heptane at ratio 3:1.

Fig. 5. Variation of deviated acoustic impedance

Fig. 6. Variation of interaction parameter
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Fig. 7. Variation of wax produced with and without treatment of solvent mixture

Fig. 8. Wax appearance in crude before treatment with solvent mixture

Fig. 9. Wax appearance in crude after treatment with solvent mixture

It was observed that an increase in initial weight of crude oil from 5g to 15g, increases the amount of
wax removal from 2.5 g to 17.8 g.  This may be ascribed that with the increase in the amount of crude oil, the
amount of paraffinic wax removal also increased. Thus the produced wax after separation and filtration
increased. Again, with the help of a light microscope (Metzer 5000 BM having resolving power 40X-1000X,
with camera 3 Megapixel CMOS SENSOR) analysis was done to observe the wax content before treatment
and after treatment of solvent mixture. Figs. 8 and 9 show  crystals  of  wax  appear  in crude oil before and
after  treatment of  solvent mixture (weight,  ratio of solvent) at best operating conditions (20° C, 2 hr, ratio
3:1).  It was observed that the amount of wax minimized after removal of the wax from the crude sample.



144 Journal of Acoustical Society of India

A. Tripathy, G. Nath and R. Paikaray

6. CONCLUSION

From the experimental data, variation of acoustic parameters with solvent mixture indicated the presence
of strong interaction for entire range of mole fraction of acetone. It was also predicted that interaction was
affected by the length of carbon chain. The variation of acoustic parameters with the concentration indicate
the interaction strength and the treatment at each concentration of solvent mixture(with the ratio of acetone/
n-heptane from 1:1, 2:1, 3:1) with the crude oil produced more and more wax[19]. From the experimental
work, it was concluded that the amount of wax produced increased if the initial weight of the crude oil was
increased along with the increase in solvent ratio[20]. It may be revealed that although the extraction
performance was similar for 2:1 and 3:1 solvent ratios, the maximum wax extraction was achieved at a
solvent to oil ratio of 3:1 or may be greater. More over, the greater ratio of solvent to oil may have a greater
solubility preference for the oil than that of the wax which can serve to improve the dewaxing process. This
was reflected by the high wax yield obtained from mixtures with 3:1 solvent ratios from the microscopic
image.
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ABSTRACT

α-Al2O3 is one of the most widely used oxide ceramic material. α-Al2O3 nanoparticles were
synthesized through alkoxide route using sol-gel method. Aluminum isopropoxide Al (OC3H7)3,
and aluminum nitrate nanohydrate Al (NO3)3 9 H2O were used for preparing alumina solution.
Sodium dodecylbenzene sulfonate (SDBS) was used as the surfactant stabilizing agent. The prepared
solution was stirred for 48 hours at 60°C. The sample was characterized by X- ray diffraction (XRD)
and scanning electron microscopy (SEM).  Average particle size has been estimated by using Debye-
Scherrer formula. It was found to be 30 nm.  Thermal conductivity related to the surface of
nanoparticles and nanoparticle surfactant interactions. Material characterization of α-Al2O3
nanosuspension was studied by non-destructive technique at various molar concentrations,
temperatures and frequencies.

1. INTRODUCTION

α-Al2O3 is one of the most widely used oxide ceramic material. It is used in a variety of plastics, rubber,
ceramics, and refractory products. As the α-phase ultrafine Al2O3 is a high performance material of far
infrared emission, it is used in fibre fabric products and high pressure sodium lamp as   far-infrared emission
and thermal insulation materials. In addition, α-phase nano-Al2O3 with high resistivity and good insulation
property, it is widely used as the main components for YGA laser crystal and integrated circuit substrates.
Recently, advances in manufacturing technology have permitted the production of particles in the 10 nm to
100 nm range.

In the present investigation the synthesis of α-Al2O3 nanoparticles by sol-gel method is discussed. Ultrasonic
velocity measurement together with density and viscosity helps in finding out many thermo acoustic
parameters and thermal conductivity all these are related to the surface of nanoparticle and nanoparticles
surfactant interactions[1-3]. α-Al2O3 nanoparticles with surface areas 30 nm have been prepared, their thermal
conductivities and characterization have been investigated.

2. EXPERIMENTAL

2.1 Materials

The liquids used were of BDH analar grade and were redistilled in the laboratory. In this study the

© 2016 Acoustical Society of India
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measurements have been made in the temperature range 298 K-313 K. The temperature of the liquid mixture
was kept constant by the use of thermostat U-10 with ± 0.01 K accuracy. Density measurement was carried
out by using hydrostatic sinker method with an accuracy ±0.01%. A monopan electrical balance of least
count as 0.0001 gm was used to record change in plunger weight dipped in the solutions correct to fourth
place of decimal. Ultrasonic measurements were carried out by an ultrasonic multifrequency interferometer
(Mittal enterprises, New Delhi) at frequency 4 MHz with an accuracy of ±0.1%. The time of descent of the
liquids between the viscometer marks was measured using an electronic digital timer with least count 0.01
sec. The viscosity was measured in Ostwald's viscometer with an accuracy 0.001 cP.

2.2 Methods

2.1.1  Preparation of Samples

Nanoparticles of alpha alumina (α-Al2O3) was prepared by sol-gel method[4-9] from Aluminum isopropoxide
[Al (OC3H7)3] and  aluminum nitrate. Starting solution was prepared by adding aluminum isopropoxide
[Al (OC3H7)3] gradually in 0.2M aluminum nitrate and solution continuously stirred for 48 hours. Later,
Sodium dodecylbenzen sulfonate (SDBS) was added and stirred for one hour. Now this solution were
heated up to 60°C and stirred constantly for evaporation process. Now the paste so obtained was heated at
90°C for 8 hours, we get nanoparticles of  alpha alumina (α-Al2O3) in powder form.

The prepared sample were characterized for their phase purity and crystallinity by X-ray powder
diffraction (XRD) using PAN-analytical diffractometer (Cu-Ka radiation) at a scanning step of 0.01°, continue
time 20 s, in the 2h range from 10° to 120°. Formation of the compound confirmed by XRD pattern matched
with the standard data available in JCPDS file. From this study, average particle size α-Al2O3 has been
estimated by using Debye-Scherrer formula.

0 9λ
θ

= .
D

WCos
(1)

Where 'λ' is the wavelength of X-ray (0.15460 nm), 'W' is FWHM (full width at half maximum), 'θ' is the
diffraction angle and 'D' is particle diameter (size). The estimate size of α-Al2O3 nano particles is found to
be 30 nm. The prepared α-Al2O3 nano particles were suspended in ethanol.

3. RESULT AND DISCUSSION

Fig. 1 represents XRD pattern of α-Al2O3 nano particles. Fig. 2(A) and Fig. 2(B) represents SEM images of
α-Al2O3 nano particles. XRD and SEM helps for the confirmation of particle size.

Fig. 3 shows the variation of ultrasonic velocity versus molar concentration of α-Al2O3 nanoparticle
suspension in ethanol. The variation in ultrasonic propagation shows analogous behavior with increase in
concentration of α-Al2O3 nanoparticles in ethanol. The non linear variation of ultrasonic velocity versus
molar concentration of α-Al2O3 nanoparticle suspension in ethanol shows strong interaction between the
constituents[10-12]. It is observed that as concentration of α-Al2O3 nano particle suspension in ethanol increases
heteromolecular interactions in the constituents becomes stronger. The ultrasonic velocity decreases with
increase in temperature because α-Al2O3 nanoparticles and thermo-elastic loss arises due to the Brownian
motion of nanoparticles. Peak at molar concentration 0.06 indicates strong aggregation of nano suspension.

Fig. 4 shows the variation of density with molar concentration of α-Al2O3 nanoparticles in ethanol.
Density of α-Al2O3 nano suspension increases with increase in molar concentration of α-Al2O3 nanoparticles
in ethanol. This indicates the close packing between the constituents in the ethanol base fluid suspension.

Fig. 5 shows the variation of adiabatic compressibility with molar concentration of α-Al2O3 nanoparticles
in ethanol. The adiabatic compressibility of nanosuspension is a thermodynamic parameter of fundamental
significance. It enables direct access to the nanosuspension structure in terms of the particle packing density
and the inter particle forces.  The adiabatic compressibility of a nanosuspension is related to its density and
ultrasonic velocity. The adiabatic compressibility shows the reverse trends as that of ultrasonic velocity
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Fig. 1. XRD pattern of α-Al2O3 nanoparticles.

Fig. 2. (A) SEM image of α-Al2O3 Nanoparticles. Fig. 2. (B) SEM image of α-Al2O3 Nanoparticles.
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Fig. 3. Ultrasonic velocity vs. molar conc. of α-Al2O3 nano  particles in ethanol.

Fig. 4. Density vs. molar conc. of α-Al2O3 nano particles in ethanol.

Fig. 5. Adiabatic compressibility vs. molar conc. of α-Al2O3 nano particles in ethanol.
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which is theoretically accepted. The non-linear variation of adiabatic compressibility with molar
concentration indicates the presence of phase separation in nano suspension.

Fig.6 shows the variation of acoustic impedance with molar concentration of α-Al2O3 nanoparticles.
Acoustic impedance shows similar trends as that of ultrasonic velocity which is theoretically accepted.
Peak at 0.06 is due to the aggregation of nanosuspension in ethanol base fluid.

Fig. 6. Acoustic impedance vs. molar conc. of α-Al2O3 nanoparticles in ethanol.

Fig. 7. Thermal conductivity vs molar conc. of α-Al2O3 nano particles in ethanol

Fig.7 shows the variation of thermal conductivity with molar concentration of α-Al2O3 nanoparticles in
ethanol. The results clearly show that the effective thermal conductivity of α-Al2O3 decreases with
temperature. The thermal conductivity of α-Al2O3 nanoparticles in ethanol has been investigated.
Nanoparticle suspensions, at molar concentration 0.06 of α-Al2O3 in ethanol, have substantially higher
thermal conductivity. The thermal conductivity enhancements are highly dependent on specific surface
area (SSA) of nanoparticle, with an optimal SSA for the highest thermal conductivity. The results of Kumar
et al. and Koo and Kleinstreuer show the strong relationship between Brownian motion and temperature of
nanosuspension. Furthermore, the effect of temperature on thermal conductivity is not very well understood
and documented. Indeed, only a few papers discuss this important parameter. Due to lack of experimental
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data, theoretical expressions of the thermal conductivity of nanofluids are generally not accurate and not
versatile. The conclusions of theoretical studies clearly express the need of more experimental data.

4. CONCLUSION

1. The ultrasonic velocity increases with an increase of the concentration of nanoparticles.  It is due to
association of α-Al2O3 nanoparticles in ethanol based nano suspension indicating strong interaction
between the constituents.

2. Ultrasonic velocity decreases with increase in temperature, this is due to Brownian motion of
nanoparticles in ethanol based nano suspension and thermal agitation.

3. It is confirmed that aggregation of nano particles in nano colloids play a key role for association
and hence enhancement of ultrasonic velocity.
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ABSTRACT

The binary mixtures of Methyl Benzoate + 2-Ethoxy Ethanol and Methyl Benzoate + 2-Butoxy
Ethanol has been measured extensively from the view point of their macroscopic properties at
303.15K, 308.15K and 313.15K for the entire range of mole fraction. Experimental values of density,
viscosity and speed of sound are used for the calculation of excess volume (VE). Experimental and
computed results are used to study the type and nature of inter and intra molecular interactions
between the mixing components.  Even though these types of studies exist in the literature there is
no confirmation for the observed excess properties through other non-ultrasonic techniques.  For
the confirmation of the excess properties FTIR spectra have been taken in the regions and also for
the participating pure liquid components. FTIR spectra were taken for the liquid mixtures in a
FTIR spectrum photometer by using the KBr pellet method.

1. INTRODUCTION

The present work is a continuation of our earlier studies of thermodynamic and physico-chemical properties
of non-aqueous binary and ternary liquid mixtures.  The present investigation is concerned with the study
of the binary system Methyl Benzoate + 2-Ethoxy Ethanol and Methyl Benzoate + 2-Butoxy Ethanol for
their entire composition range.  A deeper knowledge of mixing properties of such multicomponent liquid
system is essential in many industrial applications, such as design calculation, mass transfer, fluid flow etc.
The present work reports densities, viscosities and speeds of sound for the system measured at 303.15K,
308.15K and 313.15K. From these data excess volume VE, have been calculated.  FTIR spectra have been
taken for entire ranges of mole fractions of liquid mixtures and pure liquids.

2. EXPERIMENTAL MATERIALS

High - purity spectroscopic and HPLC grade chemicals of Methyl Benzoate, 2-Ethoxy Ethanol and 2-Butoxy
Ethanol were obtained from Merck Co.  Their purities were 99.5% or better and no further purification was
done. The chemicals were stored over molecular sieves.  The verification of the purity of the chemicals was
realized by ascertaining the consistency of the values of density, viscosity and ultrasonic velocity at 298.15K
which was reasonably in accordance with the values found in the literature.

© 2016 Acoustical Society of India
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3. MEASUREMENTS

Densities of liquids and their mixtures were measured at 303.15K, 308.15K and 313.15K with specific gravity
bottle method. The results of density are accurate to ± 0.0002 gcm–3. An electronic digital balance is used to
measure the mass of the liquids within an accuracy of ± 0.001g. The viscosities of the pure liquids and their
mixtures were measured using an Ostwald's viscometer.  The flow times are measured within an accuracy
of ± 0.01sec. The speed of sound in the mixture has been measured by an ultrasonic interferometer of
frequency 2MHz.  The speed of sound values is accurate to ± 2m.s–1.  The measurements have been carried
out in a constant temperature bath at 303.15K and 308.15K within an accuracy of ± 0.01K.  FTIR spectra
were taken for the liquid mixtures in a FTIR spectrum photometer   (Perklin Elmer Co. model 1605) by
using the KBr pellet method.

Table 1. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2-Ethoxy Ethanol 303.15K

Mole Fraction AT 303.15K
(Methyl Benzoate +
2-Ethoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.673 1392 1.0788
0.9+0.1 1.6908 1383 1.06348
0.8+0.2 1.7086 1374 1.04816
0.7+0.3 1.7264 1365 1.03284
0.6+0.4 1.7442 1356 1.01752
0.5+0.5 1.762 1347 1.0022
0.4+0.6 1.7798 1338 0.98688
0.3+0.7 1.7976 1329 0.97156
0.2+0.8 1.8154 1320 0.95624
0.1+0.9 1.8332 1311 0.94092
0+1 1.851 1308 0.9256

Table 2. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2- Butoxy Ethanol at 303.15K

Mole Fraction AT 303.15K
(Methyl Benzoate
+ 2- Butoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.673 1392 1.0788
0.9+0.1 1.61614 1392.9 1.0705
0.8+0.2 1.55928 1392.8 1.0622
0.7+0.3 1.50242 1394.6 1.0539
0.6+0.4 1.44556 1394.4 1.0456
0.5+0.5 1.3887 1396.8 1.0373
0.4+0.6 1.33184 1396.4 1.029
0.3+0.7 1.27498 1398.3 1.0207
0.2+0.8 1.21812 1398.1 1.0124
0.1+0.9 1.16126 1400.3 1.0041
0+1 1.1044 1402 0.9951
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3. RESULT AND DISCUSSION

The Excess Volume (VE) of the binary system Methyl Benzoate + 2-Ethoxy Ethanol and  Methyl Benzoate +
2-Ethoxy Ethanol mixtures are maximum negative and positive which shows the presence of interstitial
accommodation of one type of molecule into other. The experimental data collected in the literature up to
the present provide strong evidence that for mixtures in which strong attractive interactions (e.g. dipole-
dipole, dipole-induced dipole interactions or hydrogen bonding) are likely to occur between the components
(complexation), the excess volume is negative while for mixtures with only weak interactions between the
components excess volume is positive. For the present binary mixtures the dipole-dipole and dipole - induced
dipole interactions play a role. So, the dipole-dipole interaction contributes to the positive excess volume
and dipole-induced dipole interaction contributes to the negative excess volume. The maximum positive

Table 3. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2-Ethoxy Ethanol at 308.15K.

Mole Fraction AT 308.15K
(Methyl Benzoate
+ 2-Ethoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.51 1381 1.074
0.9+0.1 1.5278 1372 1.05868
0.8+0.2 1.5456 1363 1.04336
0.7+0.3 1.5634 1354 1.02804
0.6+0.4 1.5812 1345 1.01272
0.5+0.5 1.599 1336 0.9974
0.4+0.6 1.6168 1327 0.98208
0.3+0.7 1.6346 1318 0.96676
0.2+0.8 1.6524 1309 0.95144
0.1+0.9 1.6702 1300 0.93612
0+1 1.688 1297 0.9208

Table 4. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2-Butoxy Ethanol at 308.15K

Mole Fraction AT 308.15K
(Methyl Benzoate
+ 2-Butoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.51 1381 1.074
0.9+0.1 1.45314 1381.8 1.0658
0.8+0.2 1.39628 1381.6 1.0576
0.7+0.3 1.33942 1383.4 1.0494
0.6+0.4 1.28256 1383.2 1.0412
0.5+0.5 1.2257 1384 1.033
0.4+0.6 1.16884 1385.8 1.0248
0.3+0.7 1.11198 1385.6 1.0166
0.2+0.8 1.05512 1387.4 1.0084
0.1+0.9 0.99826 1388.2 1.0002
0+1 0.9414 1389 0.992
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and negative in excess volume which shows the presence of dispersion type interaction which has also
been supported by earlier researchers. It is also due to the interstitial accommodation of one type of molecule
into other. The FTIR spectrum taken shows a drastic change in the frequency values for the composition of
0.3 mole fraction of Methyl Benzoate and 0.7 mole fraction of 2-Ethoxy Ethanol  in the  negative region and
for in the case of Methyl Benzoate+2-Butoxy Ethanol  the frequency values for the composition of 0.6 mole
fraction of Methyl Benzoate and 0.4 mole fraction of 2-Butoxy Ethanol  in the negative region.

So, the observation from the VE study has been confirmed by the FTIR spectrum measurement.

The shift in the frequency values of FTIR spectrum measurement is generally due to following observed
factors: Interstitial accommodation and Strong interactions (dipole - induced dipole and dipole - dipole).

Table 5. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2-Ethoxy Ethanol at 313.15K

Mole Fraction AT 313.15K
(Methyl Benzoate
+ 2-Ethoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.365 1372 1.069
0.9+0.1 1.3828 1363 1.05368
0.8+0.2 1.4006 1354 1.03836
0.7+0.3 1.4184 1345 1.02304
0.6+0.4 1.4362 1336 1.00772
0.5+0.5 1.454 1327 0.9924
0.4+0.6 1.4718 1318 0.97708
0.3+0.7 1.4896 1309 0.96176
0.2+0.8 1.5074 1300 0.94644
0.1+0.9 1.5252 1291 0.93112
0+1 1.543 1288 0.9158

Table 6. Determination of mole fraction, velocity, viscosity and density for binary system Methyl Benzoate
+ 2-Butoxy Ethanol at 313.15K.

Mole Fraction AT 313.15K
(Methyl Benzoate
+ 2-Butoxy Ethanol) Viscosity (10–3 N.s/m2) Velocity (m/sec) Density (10–3 kg/m3)

1+0 1.365 1372 1.069
0.9+0.1 1.30814 1372.9 1.0613
0.8+0.2 1.25128 1372.5 1.0534
0.7+0.3 1.19442 1373.7 1.0455
0.6+0.4 1.13756 1373.2 1.0376
0.5+0.5 1.0807 1374.1 1.0297
0.4+0.6 1.02384 1374.4 1.0218
0.3+0.7 0.96698 1374.8 1.0139
0.2+0.8 0.91012 1375.9 1.006
0.1+0.9 0.85326 1375.6 0.9981
0+1 0.7964 1376 0.9902
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Table 7. Determination of mole fraction, Excess Volume for binary system Methyl Benzoate + 2-Ethoxy
Ethanol at 303.15K.

Mole Fraction Excess Volume
(Methyl Benzoate + 2-Ethoxy Ethanol) (106 m3)

1+0 0
0.9+0.1 -0.0012
0.8+0.2 -0.0021
0.7+0.3 -0.0029
0.6+0.4 -0.0036
0.5+0.5 -0.0044
0.4+0.6 -0.0051
0.3+0.7 -0.0053
0.2+0.8 -0.0045
0.1+0.9 -0.0029

0+1 0

Table 8. Determination of mole fraction, Excess Volume for binary system Methyl Benzoate + 2-Butoxy
Ethanol at 303.15K.

Mole Fraction Excess Volume
(Methyl Benzoate + 2-Butoxy Ethanol) (106 m3)

1+0 0
0.9+0.1 -0.356
0.8+0.2 -0.6166
0.7+0.3 -0.7769
0.6+0.4 -0.8321
0.5+0.5 -0.7769
0.4+0.6 -0.6855
0.3+0.7 -0.6009
0.2+0.8 -0.5003
0.1+0.9 -0.3582

0+1 0

Fig. 1. Excess Volume for the binary system Methyl Benzoate + 2-Ethoxy Ethanol
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Table 9. Observations of FTIR Spectrum of the binary system Methyl Benzoate + 2-Ethoxy Ethanol.

0.9 MB + 0.8 MB + 0.7 MB + 0.6 MB + 0.5 MB + 0.4 MB + *0.3 MB + 0.2 MB + 0.1 MB +
0.1 2EE 0.2 2EE 0.3 2EE 0.4 2EE 0.5 2EE 0.6 2EE 0.7 2EE 0.8 2EE 0.9 2EE
cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1

3907.09 3924.14 3921.79 3909.05 3916.36 3922.35 3919.96 1039.17 3930.50
3794.70 3434.64 3788.29 3787.99 3791.08 3794.01 3790.17 951.46 3789.22
3397.82 3066.75 3422.81 3426.95 3432.46 3430.38 3435.40 826.77 3430.04
3059.42 2828.59 3069.58 3059.66 3059.07 3010.71 3001.95 750.02 3001.69
2823.01 2743.73 2916.08 2825.73 2914.07 2915.64 2913.80 690.35 2916.97
2737.83 2604.24 2822.74 2741.20 2825.07 2829.17 2827.77 2746.89 2341.80
1991.24 2337.18 2740.94 2340.32 2741.24 2742.63 2743.29 2332.44 2124.07
1914.80 1706.36 2611.82 1998.65 2333.16 2338.18 2330.60 2107.16 1654.93
1828.09 1602.03 2502.02 1831.16 1995.96 2000.07 2102.18 1999.44 1422.43
1698.86 1443.98 2338.33 1695.65 1831.26 1832.35 1997.25 1686.37 1314.93
1599.91 1306.21 1988.46 1605.80 1696.35 1693.91 1693.73 1422.23 1206.64
1447.40 1209.95 1914.55 1423.94 1599.49 1423.50 1601.28 1313.15 1032.65
1303.48 1043.27 1830.65 1304.41 1424.00 1309.87 1422.01 1199.23 952.74
1195.11 942.37 1696.97 1192.38 1309.86 1198.91 1311.23 1036.74 694.28
1040.46  830.91 1600.77 1036.85 1201.41 1037.01 1201.83 954.69
824.65 751.19 1415.09 948.44 1038.72 953.58 1039.17 823.06
746.36 673.29 1307.52  821.51 950.94 823.80 951.46 683.89
 679.64 451.39 1202.13 745.82 826.56 745.97 826.77
451.32 1032.90 676.39 748.97 682.29 750.02

950.12 462.30 688.82 690.35
824.03 456.23
747.52
690.38
457.16

Fig. 2. Excess Volume for the binary system Methyl Benzoate + 2-Butoxy Ethanol
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Table 10.  Observations of FTIR Spectrum of the binary system Methyl Benzoate + 2-Butoxy Ethanol

0.9 MB + 0.8 MB + 0.7 MB + 0.6 MB + 0.5 MB + 0.4 MB + *0.3 MB + 0.2 MB + 0.1 MB +
0.1 2BE 0.2 2BE 0.3 2BE 0.4 2BE 0.5 2BE 0.6 2BE 0.7 2BE 0.8 2BE 0.9 2BE
cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1 cm–1

3911 3910 3910 3757 3776 3763 3435 3431 3428
3764 3764 3772 3440 3437 3439 3067 3067 2965
3435 3540 3442 3066 3066 3066 2934 2936 2934
3066 3434 3950 2955 2955 2953 2957 2870 2870
2999 3066 2871 2870 2870 2870 2870 2366 2366
2871 3000 2371 2367 2371 2369 2367 2096 2097
2598 2953 2091 2340 2089 2092 2340 1933 1958
2472 2872 1926 2097 2045 1926 2095 1723 1640
2372 2598 1723 1927 2002 1723 1929 1618 1603
2339 2471 1598 1724 1927 1650 1725 1603 1458
2250 2371 1445 1641 1724 1600 1634 1456 1361
2085 2338 1361 1451 1641 1498 1602 1363 1280
1971 2084 1280 1438 1601 1362 1488 1280 1211
1925 1925 1182 1359 1451 1280 1455 1119 1070
1724 1723 1113 1314 1361 1181 1360 1070 977
1642 1642 1070 1280 1280 1280 1315 973 890
1443 1599 968 1178 1178 1181 1280 890 714
1280 1432 889 1113 1141 1116 1177 822 677
1111 1280 821 1070 1070 1069 1116 714 552
1070 1110 712 1027 1028 969 1070 550
1027 1027 966 967 890 1030
966 966 890 890 821 970
890 890 822 713 714 890
820 820 712 549 551 850
712 712 483 822
618 618 714
482 482 688
548

* Maximum shift in the frequency has been observed.
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ABSTRACT

The experimental density (ρ) and ultrasonic velocity (U) of binary mixture of an aprotic liquid
dimethyl acetamide (DAMC) and diethyl ether at different frequencies  have been measured at
temperature 308 K. These data have been used to compute thermo acoustic parameters (adiabatic
compressibility, intermolecular free length, molar volume, acoustic impedance,  available volume,
surface tension), constant parameters (molar sound velocity, molar compressibility and Lennard
Jones potential repulsive term exponent), and excess values of some of the above parameters for
entire range of mole fraction and are interpreted to explain molecular interaction occurring in the
liquid mixture. The negative excess values of Lf

E and βE are due to charge transfer, dipole-dipole,
dipole-induced dipole interactions, interstitial accommodation and orientational ordering which
predict the existence of strong molecular interactions in the binary liquid mixture. The increase in
Lennard Jones potential repulsive term exponent with the increase in mole fraction of DAMC
indicates the increasing dominance of attractive forces over repulsive forces in the binary liquid
mixture.

1. INTRODUCTION

The ultrasonic study in liquid systems plays remarkable role in explaining the nature and strength of
molecular interactions. A large number of investigations have been made on the molecular interaction in
liquid mixtures by ultrasonic methods[1-3]. Recently, ultrasonic method has become a powerful tool to
provide information regarding the physiochemical properties of liquid system. The study of DMAC is
important because of its utilization in industry and medicine. It is a dipolar aprotic liquid and used
as solvent for the production of acrylic fibres, elasthane fibres, polymide resins and various
pharmaceuticals[4]. Diethyl ether is a non-polar liquid and used in the production of cellulose plastics[5].
Literature survey reveals that less work has been done on the molecular interactions in the mixtures of
dimethyl acetamide. The present investigation deals with the ultrasonic study in binary liquid mixture of
dimethyl acetamide (DMAC) with diethyl ether at different frequencies at constant temperature 308K and
to check the extraction efficiency of DMAC in the presence of diluent or modifier diethyl ether in solvent
extraction process.

Deviation from linearity in the velocity versus concentration in liquid mixture of DMAC is taken as an
indication of the existence of interaction between different liquid molecules. The physical and chemical
properties of liquid mixture is studied by nonlinear variation of ultrasonic velocity, adiabatic compressibility
and other related parameters with structural changes occurring in a liquid and the liquid mixture.

© 2016 Acoustical Society of India
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2. METHODS AND MEASUREMENTS
The liquid mixtures of various concentrations in mole fraction were prepared by taking chemicals of
analytical reagent (AR) and spectroscopic reagent (SR) grades with minimum assay of 99.9% (E-Merck Ltd,
India) which were used as such without further purification. Liquid mixtures of different mole fractions
were prepared on concentration scale with a precision 0.0001 g using an electronic digital balance. The
density of liquid mixture was determined by a specific gravity bottle of 10 ml capacity. The specific gravity
bottle with the liquid mixture was immersed in a temperature controlled water bath. The velocity of ultrasonic
waves in the binary liquid mixture was measured by using a multi frequency interferometer (Model M-82
S) with a high degree of accuracy operating at different frequencies supplied by Mittal Enterprises, New
Delhi[6]. The measuring cell of the interferometer is a specially designed double walled vessel with provision
for constant temperature.

3. THEORY

Using the measured data the acoustical parameters such as adiabatic compressibility (β) intermolecular
free length  Lf, acoustic Impedance (Z),  molar volume Vm and available volume Va have been computed
from the following equations[7-9].

2

1
β = 

U ρ (1)

fL  = k β (2)

Z = ρU (3)

m

M
V  = 

ρ
(4)

∞

⎛ ⎞ ⎡ ⎤
⎜ ⎟ ⎢ ⎥

⎣ ⎦⎝ ⎠
a

M U
V  = 1–

ρ U (5)

Where k is a temperature dependent constant, M is the molecular mass of the liquid mixture and U∞
=1600 m/s.

Their excess values have been calculated from the following relation[10].

AE = Aexp – (X1A1 + X2A2) (6)

Where X1 and X2 are mole fractions of DMAC and diethyl ether respectively and A is any acoustical
parameter.

Molar sound velocity (R), molar compressibility (B), Lennard Jones potential repulsive term exponent
(n), surface tension (S) have  been calculated from the following relations[11-15].

1
3M

R = U
ρ

(7)

–1
7M

B = β
ρ

(8)

m

a

6v
n = –13

V (9)

3
26 3= –4S  .  × 10 ρU (10)
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3. RESULT AND DISCUSSION

The experimental values of density (ρ) and ultrasonic velocity (U) at 308K for frequencies 2 MHz, 4 MHz,
6 MHz and 8 MHz for the binary liquid mixture are presented in Figs-1 and 2 respectively. These values
have been used to calculate the acoustical parameters and the relevant data are displayed graphically in
Figs. 3 to 18.

Fig-1 shows that density ρ increases with the increase in mole fraction of DMAC. The increase in density
indicates the presence of solvent-solvent interactions in the binary mixture[16]. Fig-2 shows that ultrasonic
velocity U in the binary mixture increases with the increase in mole fraction of DMAC. The increase in
ultrasonic velocity at a particular frequency indicates the presence of dipole-induced dipole interactions in
the liquid mixture. DMAC is a polar molecule and when it is associated with non-polar solvent diethyl
ether, the diethyl ether molecule tends to break the DMAC- DMAC dipolar association and releases several
DMAC dipoles. The free DMAC dipoles would induce moments in the neighboring diethyl ether molecules
resulting dipole-induced dipole interactions in the liquid mixture. Consequently the binary liquid mixture
has dipole-dipole interactions between DMAC molecules as well as dipole-induced dipole interactions
between DMAC and diethyl ether molecules. This leads to contraction in volume and it causes decrease in
adiabatic compressibility and intermolecular free length Lf with the increasing molar concentration of DMAC
which are evident from Figs-3 & 4 respectively. This is in agreement with the Eyring Kincaid model for
sound propagation[17]. According to this model ultrasonic velocity decreases with the increase in
intermolecular free length in the liquid mixture and vice versa. Therefore, intermolecular free length is one
predominating factor for deciding the nature of variation in ultrasonic parameters in the liquid mixture. In

Fig. 1. Variation of ρ Versus X1 Fig. 2. Variation of U Versus X1

Fig. 3. Variation of β Versus X1 Fig. 4. Variation of Lf Versus X1
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the present study, the decrease in the intermolecular free length causes decrease in the adiabatic
compressibility and increase in density and acoustic impedance as the concentration of DMAC increases in
the liquid mixture. The variations of molar volume Vm, acoustic impedance Z and available volume Va
with the molar concentration of DMAC are shown in Figs-5 to 7. The decrease in molar volume and available
volume while increase in acoustic impedance with the increase in molar concentration of DMAC indicate
the close association of molecules and possibility of specific interactions in the binary liquid mixture.

Fig. 5. Variation of Vm Versus X1 Fig. 6. Variation of Z Versus X1

Fig. 7. Variation of Va Versus X1

The ultrasonic velocity decreases at a particular concentration of DMAC with the increase in
frequency from 2 MHz, to 8 MHz. This decrease in ultrasonic velocity is perhaps due to the decrease in
molecular interaction in the binary liquid mixture with the increase in frequency. Consequently the adiabatic
compressibility, the intermolecular free length and the available volume increase and the acoustic impedance
decreases with the increase in frequency for a particular mole fraction of DMAC.

It is interesting to explain the nature of interactions between the component molecules of the binary
liquid mixture in terms of the excess values of acoustical parameters rather than their actual values. It is
learnt that the dispersion forces  lead to positive contributions to βE,  Lf

E,   Vm
E and Va

E and negative
contributions to UE and ZE. The attractive forces due to charge transfer, dipole-dipole, dipole-induced
dipole interactions, interstitial accommodation and orientational ordering lead to negative contributions to
βE,  Lf

E,   Vm
E and Va

E and positive contributions to UE and ZE.
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Fig-8 shows that the values of excess velocity UE are negative for the entire range of mole fraction of
DMAC for all frequencies. The negative values of UZ indicate the presence dispersive forces between unlike
molecules in the binary liquid mixture. The zigzag nature in the negative variations of UE  suggests the
presence of steric hindrance for the formation of H- bonds between unlike molecules in the liquid mixture.

The values of βE are negative as shown in Fig-9 for the entire range of mole fraction of DMAC for all
frequencies. The negative value of βE is associated with a structure forming tendency and existence of
strong molecular interactions in the binary liquid mixture.

Fig. 8. Variation of UE Versus X1 Fig. 9. Variation of βE Versus X1

Fig-10 shows that the values of Lf
E are negative for the entire range of mole fraction of DMAC for all

frequencies. The negative excess values of Lf
E are due to charge transfer, dipole-dipole, dipole-induced

dipole interactions, interstitial accommodation and orientational ordering which predict the existence of
strong molecular interactions in the binary liquid mixture.

The values of excess molar volume Vm
E are negative for the entire range of mole fraction of DMAC as

shown in Fig-11. The negative values of Vm
E indicate the presence of dipole-dipole and dipole-induced

dipole interactions in the binary liquid mixture[18].

Fig. 10. Variation of Lf
E Versus X1 Fig. 11. Variation of Vm

E Versus X1

The values of ZE are negative for the entire range of mole fraction of DMAC as shown in Fig-12 for
frequencies 2 MHz, 4 MHz, 6 MHz and 8 MHz. The negative values of ZE indicate the presence of dispersive
forces between unlike molecules in the binary liquid mixture.
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The values of excess available volume Va
E as shown in Fig-13 are positive or negative within equimolar

concentration region of DMAC which indicate the presence of strong interactions and dispersive forces.
The values of excess available volume are positive  for the higher concentration region of DMAC for all
frequencies which indicate the presence of dispersive forces in the binary liquid mixture.

The excess values of adiabatic compressibility, free length and molar volume are more negative at
equimolar region of the mixture which indicate that the dipole-induced dipole interaction is predominant
in this region. At lower and higher concentration regions of DMAC there exists dipole-dipole interaction
among unlike molecules in the binary liquid mixture.

Fig. 12. Variation of ZE Versus X1

Fig. 13. Variation of Va
E Versus X1

The excess values of velocity, adiabatic compressibility, free length acoustic impedance and available
volume are changed with the increase in frequency due to the decrease in ultrasonic velocity in the binary
liquid mixture.

Figs-14 and 15 show that the values of molar sound velocity R and molar compressibility B increase
nonlinearly with the increase in mole fraction of DMAC for a particular frequency. The nonlinear increase
in molar sound velocity and molar compressibility indicates the increase in molecular interactions in the
binary liquid mixture. The values of R and B decrease with the increase in frequency at a particular
concentration of DMAC. This decrease in R and B also supports the reduction in molecular interaction with
the increase in frequency in the binary liquid mixture.

Lennard-Jones potential ?(r)  is given by the relation.

ϕ(r) = –Ar–6 + Dr–n (11)
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Fig. 14. Variation of R Versus X1 Fig. 15. Variation of B Versus X1

Fig. 16. Variation of n Versus X1

Where r and n are intermolecular distance and Lennard-Jones potential repulsive term exponent
respectively. A and D are constants. The first term is the contribution of  attractive forces while the second
term is the contribution of  repulsive forces. Thus large value of n indicates the dominance of attractive
forces over repulsive forces. The values of n increase with the increase in mole fraction of DMAC as shown
in Fig-16 for a fixed frequency. The increase in n indicates the increasing dominance of attractive force over
repulsive forces in the binary liquid mixture. Further, n decreases with the increase in frequency for a
particular concentration which indicates the increase in repulsive forces due to decrease in molecular
interaction in the binary liquid mixture[19-21].

Fig-17 shows that surface tension S increases with the increase in mole fraction of DMAC for a particular
frequency in the binary liquid mixture which indicates that the liquid system becomes more compact[22, 23].
Further surface tension S decreases with the increase in frequency for a particular mole fraction of DMAC
in the binary liquid mixture which reveals that molecular interaction is weaker at higher frequencies.

Fig. 17. Variation of S Versus X1

4. CONCLUSION

On the basis of the experimental values of density, ultrasonic velocity, related acoustical parameters
and some of their excess values for the binary liquid mixture it is concluded that there exists molecular
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interactions in the binary mixture of DMAC and diethyl ether. The negative excess values of excess adiabatic
compressibility βE and excess free length Lf

E are due to charge transfer, dipole-dipole, dipole-induced
dipole interactions, interstitial accommodation and orientational ordering which predict the existence of
strong molecular interactions in the binary liquid mixture. The negative values of excess acoustic impedance
ZE indicate the presence of dispersive forces between unlike molecules in the binary liquid mixture. The
increase in Lennard Jones potential repulsive term exponent with the increase in mole fraction of DAMC
indicates the increasing dominance of attractive forces over repulsive forces in the binary liquid mixture.
Further, it is concluded that the molecular interaction decreases with the increase in frequency for a fixed
concentration of DMAC in the binary mixture. The binary liquid mixture of DMAC and diethyl ether at
equimolar region may be used as a better solvent in the presence of the above prominent molecular
interactions.
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ABSTRACT

The advancements in ultrasonic measurement technique makes it easy to determine the interactions
in liquids and the liquid mixtures. The technique comprises the measurements of Ultrasonic velocity
(υ), density (ρ) and coefficient of viscosity (η) of the binary system at different temperatures.Here
we reported the values of density, ultrasonic velocity and coefficient of viscosity of the binary
mixture of pyridine and aniline. The derived parameters compressibility, free length, free volume
have found to decreases with the increase in the concentration of the aniline in the mixture whereas
these values increases with temperature of the system. The values of acoustical impedance and
internal pressure are changing with composition as well as with temperature. The results are
presented graphically and the curves indicates the existence of intermolecular interactions in the
mixture. The excess values of velocity υE, adiabatic compressibility βα

E, free length Lf
E, acoustical

impedance ZE, free volume Vf
E and internal pressure πi

E have been evaluated and presented
graphically.

1. INTRODUCTION

Ultrasonic measurements on various systems provide important molecular information. This method is
unique which makes it useful in various fields such as biological, automobile, pharmaceutical, chemical,
industrial and other areas of research.It is well known fact that the Ultrasonic methodof measurement have
played an important role in the study of liquids and liquid mixtures. Ultrasonic velocity provides the
knowledge about various parameters related to physical interactions occurring in the liquids. The study of
the different liquids and liquid mixtures consisting of polar or non-polar components is very important
in understanding the physical nature and strength of molecular interaction in the liquids and liquid
mixtures[1-5].

The aniline and pyridine have used in the present study. Since pyridine is used in the extraction process
of coal and in manufacture of vitamin B6 and other drugs[6-9]. Similarly the Aniline is also used in many
applications such as bio-medical, chemical and pharmaceutical industries. Aniline molecule is polar and
self-associated through hydrogen bonding. It is used in the manufacturing of synthetic dyes, drugs, etc.[10].
These liquids and their mixtures are of interest to organic chemists to know about the type of bond and the
complexes.

© 2016 Acoustical Society of India
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In order to understand the nature of aniline and pyridine and their liquid mixtures. The different ultrasonic
parameters are determined from ultrasonic velocity, density and coefficient of viscosity. The excess values
are also calculated in order to understand the nature of molecular interaction[11-13]. The investigations are
carried out to determine the interactions in the above system.

2. METHODS AND MEASUREMENTS

The chemicals Pyridine and Aniline with purity of 99.5% of AR grade have obtained commercially and
were used without further purification.The binary mixtures were prepared with aniline and pyridine for
different mole fraction of aniline and the prepared solutions were kept in air tight volumetric flasks to
avoid air contact.All the prepared mixtures were utilized within the 24 hours of its preparation.The Ultrasonic
velocity (υ) measurements ofpure liquids and their mixture for different concentrations were carried out
by using Ultrasonic Interferometer at 1 MHz (Mittal enterprises- model M-81). The temperature of the
liquid in the liquid cell was kept constant by water circulation using electronically controlled thermostat.
The temperature was kept constant by thermostat within the accuracy of ± 0.1°C. The accuracy in the
measurement of ultrasonic velocity was ± 0.1m/s. The densities were measured using specific gravity
bottle on sensitive K-Roy (K-12, Classic) mono pan balance. The coefficients of viscosities were measured
using the suspended level Ubelohde three limb viscometer. The accuracy in density measurement was ±
0.0001 Kg/m3 and that in viscosity measurement was ± 0.001 Ns/m2.

The experimental measurement of density (ρ), ultrasonic velocity (υ) and coefficient of viscosity (η)
have been used to determine the following ultrasonic parameters[14, 15].

Adiabatic Compressibility (βα), βα = 1/ρυ2 (1)

Intermolecular free length (Lf) Lf = K βα
1/2 (2)

Acoustical Impedance (Z) Z = ρ υ (3)

Free volume (Vf), Vf =

3

2
effM v

n k

⎡ ⎤
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(4)

The internal pressure (πi), πi =

1 2 2 3

7 6

/ /

/
eff

kn
bRT

v M
ρ⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
(5)

Where, the symbol K -is temperature dependent constant[16] K=(93.875 + 0.375 T) x10–8,

Meff-is the effective molecular weight, (Meff = ΣmiXi),

k -is temperature independent constant which is equal to 4.28 X 109 for all liquids,

T-is the absolute temperature,

b-is a constant equal to 2 for the liquid

The excess values of all the parameters are determined by using the relation

AE = Aexp 
1

n

i i
i

A X
=
∑ (6)

Where, AE - excess value of any acoustic parameters,

Aexp- experimentally determined ultrasonic parameters,

Ai-is any acoustical parameter and Xi - the mole fraction of liquid component.

3. RESULT AND DISCUSSION

The binary solutions of aniline and pyridine have been prepared by relative change of the component of
the mixture. The variation in concentration have been quoted in terms of the molar fraction of aniline. The
ultrasonic velocity (υ) increases with the increase in concentration of aniline in the mixture. The adiabatic
compressibility (βα), intermolecular free length (Lf) decreases with the concentration of aniline in the binary
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mixture. It is also observed here that the values of acoustical impedance (Z) are increasing with the increase
in concentration of aniline.

The plots of the values of free length and free volume with increasing concentration of aniline shows
non-linear nature indicates there is significant interaction between the two liquids[17-18]. The increase in
impedance means the opposition of the passage of the ultrasonic wave increases in the medium. The plot of
acoustic impedance and concentration is non-linear thus confirms the existence of interaction between
the components of the mixture[19-20].

The extent of change and sign of excess values in thermo-dynamical parameter depends on the strength
of intermolecular interaction between the molecules of the mixture[21, 22]. The plots of excess values of
different thermo-dynamical parameters for varying concentration of binary mixture have been given in fig.
2(a) to 2(g), show the large change in excess values at 2:8 ratio of the mixture corresponding to associative
nature in the mixture. The excess values of velocity seen to be negative and maximum change is at 2:8 ratio
of the mixture which may be related to the making and breaking of the structure. The relation of temperature
with the excess value confirms decrease in the strength of interaction at higher temperature. The values of
coefficient of viscosity (η) also increase with concentration of aniline. It is observed herethat the values of
acoustical impedance (Z) and internal pressure (πi) are increasing with the increase in concentration of
aniline in the mixture.

The increasing coefficient of viscosity is the indication of existence of frictional resistive forces that may
be due to molecular motions occurring in the mixture. The liquid aniline,when added with the
pyridine,mayadjust intermolecular spacing in the binary mixture. It is clear that intermolecular free length
depends upon size of the components in the mixture and attractive and repulsive forces. The decrease in
free length means there is increase in attractive forces between the components of the mixture andhence
the intermolecular spacing decreases. The decrease in free length is responsible for the decrease in free
volume which ultimatelyincreases ininternal pressure of the system. These resultsconfirmed from the plots
of different parameters given in fig. 1(a)-1(g).

Fig. 1(a) Fig. 1(b)
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Fig. 1(c) Fig. 1(d)

Fig. 1(e) Fig. 1(f)
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Fig. 01: (e) to (g) Plots of ultrasonic viscosity,
adiabatic comprecsibility, free length, acoustical
impedance, coefficient of viscosity, free volume and
internal pressure for varying concentration of aniline
at 298, 303 and 308 K temperatures.

The excess values of coefficient of viscosity and the internal pressure with concentration have been presented
in the fig. 2(b) and 2(g). The maximum change in excess values of coefficient of viscosity and free volume
fig. 2(b) and fig. 2(f), is observed at around 1:1 ratio of the components of the mixture and the sign is
negative which corresponds to weak associative forces. Whereas the excess values of internal pressure

Fig. 02: (a) and (b) -Plots of excess values of ultrasonic velocity, coefficient of viscosity for varying
concentration of aniline at 298, 303 and 308 K temperatures.

Fig. 1(g)

Fig. 2(a) Fig. 2(b)
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Fig. 02: (c) and (d) -Plots of excess values of adiabatic compressibility, free length for varying
concentration of aniline at 298, 303 and 308 K temperatures.

Fig. 2(e) Fig. 2(f)

Fig. 2(c) Fig. 2(d)
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Fig. 02: (e) to (g)-Plots of excess values of
ultrasonic viscosity, coefficient of viscosity,
adiabatic comprecsibility, free length,
acoustical impedance, free volume and
internal pressure for vary concentration of
aniline at 298, 303 and 308 K temperatures.

with concentration of aniline in the mixture, fig. 2(g), indicates change at around 2:8, 1:1 and 8:2 and is
random in variation may corresponds to weak interaction between the components of the mixture.The sign
of excess free length plays a vital role in assessing compactness due to molecular interaction through dipole-
dipole interaction[23,24]. The increase in compactness enhances structure making and excess free length
tends to negative. It has been observed that Excess compressibility and free length are negative after the 0.3
mole fraction of aniline in the binary mixture. This clearly indicates the weak and strong interactions are
prevailing in the binary mixture.

4. CONCLUSION

The ultrasonic velocity, density and coefficient of viscosity of binary liquid mixture of the aniline and
pyridine with varying concentration at three different temperatureswere measured for the determination
of ultrasonic parameters like, adiabatic compressibility, free length, acoustical impedance, free volume
and internal pressure. The decrease in adiabatic compressibility, intermolecular free length with the increase
in concentration of aniline in the mixture confirms the existence of intermolecular interaction between the
different components of the mixture. The increase in the density and ultrasonic velocity of the binary mixture
with the concentration of aniline indicates the interaction exists between the molecules of the mixture.

The values of excess parameters of ultrasonic velocity (ηE), free volume (Vf
E) compressibility (βα

E) and
free length (Lf

E) are negative after the 0.3 molar concentration of aniline in the mixture. Also the excess
values of coefficient of viscosity (ηE) and internal pressure (πi

E) are non-linear but negative at three different
temperatures 298, 303, 308 K confirms the presence of strong dispersive interaction between the components
of molecules. The nature of plots ofvarious parameters indicates a non-linear behavior with the concentration
of the aniline in the mixture. This suggests a significant interaction between the binary molecules. The
excess values of the ultrasonic parameters of the binary mixture show large change for particular
concentration. Thus the ultrasonic studies of aniline and pyridine mixture is indicative of formation of
structure in the binary system.

Fig. 2(d)
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EDITORIAL

Guest Editors' Introduction to the Special Issue on Sonar
Ships and helicopters use active sonar systems in an effort to detect submarines even though they give away
their position when they transmit sound. This is because their position is relatively easily determined by
using radar. Submarines usually travel more slowly than ships and use passive sonar to detect their targets
as their own positions cannot be easily found using radar. Passive sonars comprise an array of underwater
transducers, reception electronics, beam formers, signal processors and displays. Active sonars have, in
addition, transmission signal generators, power amplifiers, and, in submarines, another array of transducers.

In this special issue on sonar - the first such issue in JASI - there are papers on some of the technologies that
are used in active and passive sonar systems. Other technologies will be covered in another special issue. All
the authors of papers in this issue are from Naval Physical and Oceanographic Laboratory, DRDO, Kochi.
NPOL is the only Indian organization that designs and delivers sonar systems for defence applications; and
its sonars are used by the Indian Navy and by other countries.

In this issue, there are nine papers:  four on sonar transducers, one on sonar domes, one on sonar power
amplifiers, one on passive detection, and two on passive tracking. These papers contain interesting information
about some sub-systems of sonars but, quite expectedly, make no mention of others.

In sonar, as in any other system that is used to detect, the importance of frequency-dependent signal to noise
ratio cannot be over-emphasized. In passive sonar, the system designer has no control over either the signal
or the noise. In active sonar, the system designer has control over the transmitted sound and some control
over reverberation noise but not over the echo or the other noises. The noise generated by the platform on
which the sonar is mounted and the noise due to flow over the array can be critical factors. Thus the designers
of the system and the sub-systems have to be prepared for a variety of signal and noise scenarios and many
disciplines have to be mastered to make a sonar system that can actually detect, track, and classify a silent
threat. India is one of the few countries that make sonar systems and many inter-disciplinary areas still pose
challenges. It is our hope that this issue will draw the attention of experts in acoustics and other fields to
sonar.

Dr. D.D. Ebenezer
Naval Physical and Oceanographic Lab, DRDO, Kochi

Prof. Rajendar Bahl
Indian Institute of Technology Delhi, Delhi

Prof. S.K. Bhattacharyya
Indian Institute of Technology  Madras, Chennai



FOREWORD

Naval Physical and Oceanographic Laboratory's Sonars
Naval Physical and Oceanographic Laboratory (NPOL) has celebrated success at sea several times, organized
two International Conferences on Sonar, and seen its work published in many leading journals; but this is the
first time that an entire special issue of a journal is devoted to its sonars.

Though acoustics is a well established field, its specialized version, namely underwater acoustics, and in
particular the field of sonar, is not familiar to those outside its limited circle of practitioners. The only form of
energy that propagates underwater, without much attenuation for long distances, is sound and the whole
domain of underwater surveillance and communication makes use of sound waves. The underwater living
species also make use of sound energy extensively.

This special issue will provide an opportunity for our scientists to share the complexities and challenges in
this area with the wider acoustic community and hopefully generate a larger community of researchers
interested in taking up the unique problems encountered in this niche area.

Over the years, NPOL has designed and developed several different types of sonars. The journey started with
its first active-cum-passive sonar, APSOH (Advanced Panoramic Sonar Hull mounted), installed on the
Anti-Submarine Warfare frigate INS Himagiri in the mid 1980s replacing an imported sonar. The excellent
performance of the sonar led to installation of APSOH and its variant HUMVAD on 10 ships.

NPOL continued to develop expertise in all the sonar-related fields and was ready with the next generation
ship sonar in the early 1990s. HUMSA (Hull Mounted Sonar Advanced) is also an active-cum-passive sonar
and is used to hunt for submarines.  In addition to a larger array and lower frequencies, new technologies
and techniques were used in HUMSA. A large number of frigates and destroyers, both imported and
indigenous, were fitted with HUMSA.

Meanwhile, NPOL developed different types of active and passive sonars for submarines. Panchendriya,
NPOL's first submarine sonar suite, was fitted and proved on INS Karanj in the mid 1990s. The experience
gained from the first submarine sonar has been invaluable. All the tests that are done in acoustic tanks and
elsewhere are essential but even special test facilities cannot be used to simulate all the propagation and
noise conditions that are encountered on-board a submarine. Therefore, the methods used to detect faint
signals when ocean acoustic noise and the own-platform noise are significant are fine-tuned after operating
the sonar in various conditions at sea.

The performance of the submarine-sonar emboldened the Indian Navy to replace the sonars in its front-line
submarines with NPOL's sonar-suite. USHUS is now being used by many submarines and an advanced
version will soon be fitted on other submarines in the class. Another, more advanced, sonar-suite is operational
on an indigenously built submarine.

HUMSA-NG and the compact sonar Abhay are NPOL's most recent ship sonars. The Indian Navy's frontline
ships are being fitted with the HUMSA-NG system with a bow-mounted sonar array. The state-of-the-art
Near-field Acoustic Characterization System (NACS) has been successfully used to find the far-field
characteristics of the sonar in a bow-mounted ship and will soon be fitted on many other ships.

NPOL has continued to learn about other types of sonar and has gained vast experience in towed array
sonars, torpedo defence and decoy systems, dunking sonar operated from helicopters, and underwater
communication systems.  These systems are in various stages of induction by the Indian Navy. NPOL has
today mastered this difficult technology and also enabled India to become one of the very few countries that
have exported sonar systems.

S. Kedarnath Shenoy
Director

Naval Physical and Oceanographic Laboratory
Defence Research and Development Organisation

Ministry of Defence
Kochi, Kerala 682021
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ABSTRACT

The unlimited depth capability, broadband response as well as the ease of manufacture make free
flooded ring transducers preferable for deep sea applications.Watertight integrity of free flooded
ring transducers can be achieved by direct over moulding of polyurethane (PU) or assembling the
ceramic ring in an oil filled rubber boot. Direct rubber moulding over the ceramic is not preferred
due to high temperature and pressure the PZTwill be subjected to during the moulding process. It
is reported in literature that for deep sea applications, compared to polyurethane moulding, an oil
filled encapsulation provides better coupling with the medium and higher source level. In this
study, ATILA, a finite element package for the design of underwater transducers, is used for
modelling the two types of transducers, namely, free flooded PU moulded and oil filled transducer
in a rubber boot. The transducers modelled are manufactured and tested in an open acoustic tank
as well as under pressure upto 50 bar to study the effect of depth on their acoustic performance.
The transducers are also subjected to 90 bar to test their pressure withstanding capability. The test
characteristics of these transducers like Transmitting Voltage Response, Receiving Sensitivity are
reported. Index Terms- Free Flooded Ring Transducer, Encapsulation, ATILA.

1. INTRODUCTION

The unlimited depth capability, broadband response as well as the ease of manufacture make free flooded
ring transducers preferable for deep sea applications.These transducers are used in submarine sonars,
dunking sonars, acoustic modems, underwater communication devices and underwater acoustic beacons
of aircrafts. The transducer can be manufactured from radially polarised ceramic cylinders (RPC), segmented
ceramic wedges or ceramic slab and metal wedge combination. RPCs can be used as the active material for
frequencies 4 kHz and above[1].

Watertight integrity of free flooded ring transducers is achieved through direct overmoulding of
polyurethane (PU) or by assembling the ceramic ring in an oil filled rubber boot. The PZT will be subjected
to high temperature and pressure, during the moulding process and this makes the direct rubber moulding
over the ceramic undesirable. The chances for failure of the transducer during the rubber moulding process
are high and which in turn leads to low yield in manufacture. An oil filled rubber encapsulation provides
better coupling with the medium and higher source level required for deep sea applications, compared to
polyurethane moulding over the ceramic. Lipper and Borden reported source level reduction of 3 to 8.5 dB
for a polyurethane moulded transducer compared to oil filled transducer in the frequency band of 7 to
15 kHz[2]. The bandwidth and efficiency of oil filled, fibre glass wound segmented ring transducer is enhanced
by close coupling of the cavity and hoop mode resonances[3,4]. The fill fluids need to meet varied requirements
like acoustic, electric, material compatibility, long term stability, toxicity, cost etc.[5]. Silicone oil, Isopar L,

© 2016 Acoustical Society of India
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transformer oil and castor oil are widely used as fill fluids. However, these fluids provide almost identical
acoustic characteristics[6].

2. OBJECTIVE OF THE STUDY

In the current study, performance of free flooded ring transducers made of RPC with direct PU moulding
and RPC assembled in a rubber boot filled with silicone oil are compared. The schematic of the transducer
assemblies with dimensions are as shown in Figures 1 and 2. These transducers were modelled using the
FEM package, ATILA[7]. The transducers modelled were then manufactured and tested. Initial testing was
conducted in an open acoustic tank at a depth of 10 m. Subsequently these transducers were also tested in
a pressure chamber upto 50 bar.

Fig. 1. Schematic of the transducer with PU.

Parameters such as resonance frequency, Transmitting Voltage Response (TVR), Receiving Sensitivity (RS)
were measured and compared with the model for both the versions of transducers. The transducers were
also subjected to 90 bar for two hours to test the pressure withstanding capability.

Fig. 2. Schematic of the transducer with oil filled rubber boot.
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3. DESCRIPTION OF THE TRANSDUCER AND THE MODEL

A radially polarised piezoceramic ring made of PZT4 material with an outside diameter (OD) of 150
mm, inside diameter (ID) of 140 mm and height of 50 mm is used in the study. In the first case, the transducer
has PU moulding over the ceramic ring with an encapsulation thickness of 5 mm all around. In the next
case, the transducer is positioned in a rubber casing with locating spacers and the cavity around the ceramic
is filled with silicone oil. Since the transducer is axisymmetric with respect to X axis and symmetric with
respect to Y axis, only half of the cross section is modelled. Eight noded quadrilateral elements are used to
model the piezoelectric, elastic, fill fluid, and water surrounding the transducer. FE mesh of the transducer
model used in the study of oil filled transducer is as shown in Fig. 3.

Fig. 3. 2D Axisymmetric model of the
oil filled transducer

Fig. 4. Cross section of the PU mould.

4. TRANSDUCER MANUFACTURE AND ASSEMBLY

The manufacture of the modelled transducers requires mould for PU and rubber boot moulding. The PU
moulding was carried out using a commercially available PU resin, a two-part rigid urethane casting
compound. The fully cured PU has a Shore D hardness of 65 and is white in colour[8]. Two stage moulding
is required for the PU moulding. In the first stage moulding,a base with groove for the RPC was moulded
and then the RPC was positioned in the groove. Then second stage moulding was carried out. Even though
the curing time specified is less than an hour, the transducer is generally deployed in water only after 3 to
4 days.  The PU mould and the moulded transducer are as shown in Figures 4 and 5.

Fig. 5. PU moulded transducer. Fig. 6. Transducer with oil filled rubber boot.

The rubber boot is moulded using a specially made rubber composition which can withstand oil and sea
water environment for long duration. RPC is positioned inside the moulded rubber boot using a rubber
spacer with seating groove. Top of the ring is also located using a similar rubber spacer. A top cover made
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of 316L steel material is used to close the transducer. Outer diameter of the boot is clamped to the top cover
using a metallic bellyband.  Inner diameter of the boot has flange and it is bolted   between a metallic plate
and top cover.  A bottom plate, bolted to the top cover plate, prevent the loading of the rubber boot due to
the ceramic and fill fluid weight. There are two holes on the cover plate for oil filling and air release during
oil filling. Two core shielded cable is used for electrical connection. Water ingress through the cable outer
diameter is prevented using cable glands with metallic and rubber washers. The two threaded holes provided
on the top plate aid the mounting of the transducer to the test fixture for measurement in the tank and
pressure chamber.The transducer assembled is as shown in Figure 6.

5. EXPERIMENTS CONDUCTED AND THE FACILITIES USED

The transducers manufactured were tested in an open tank of 50 m length, 20 m width and 18 m depth. The
test facility has an overhead crane, positioning platforms, and necessary instruments for all acoustic
measurements as shown in Fig. 7[9]. The transducer is positioned at a depth of 10 m and parameters like
resonance frequency, Transmitting Voltage Response (TVR) and Receiving Sensitivity (RS) are measured.
The measurements are then repeated in the pressurised test chamber shown in Fig. 8. The pressure chamber
has a length of 8 m and inner diameter of 3 m. The pressure inside the chamber can be fixed as per requirement
and the tests are carried out in steps of 10 bar from 10 to 50 bar.

Fig. 7. Open acoustic tank [9]. Fig. 8. Pressurised acoustic test chamber [9].

6. RESULTS AND DISCUSSIONS

The effect of encapsulation is studied for both polyurethane moulded and oil filled transducers. Results of
TVR and RS for the model and experiment conducted in an open tank at 10 m depth are shown in Figures
9 to 12. Modelled results shows almost similar trend for TVR for both the transducers except near resonances.

Fig. 9. Model results of  TVR.
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Measured results from the open tank tests shows that the resonance frequency of oil filled transducer is
about 300 Hz lower than the PU moulded transducer. Except  near the resonance of oil filled transducer,
PU moulded transducer has a higher TVR of 1 to 5 dB in the frequency band of 5 to 10 kHz.

Fig. 10. Model and experimental results of TVR in open tank for PU and oil filled transducers.

Fig. 11. Model results of Receiving Sensitivity.

Even though the model results show that Receiving Sensitivity of oil filled transducer has slight edge over
PU moulded one in the frequency band of 5 to 10 kHz, tank measurements indicate that the Receiving
Sensitivity of PU moulded transducer has slightly higher values around resonance and beyond 8 kHz as
shown in Figures 11 and 12.

Fig. 12. Model and experimental results of RS in open tank for PU and oil filled transducers.
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After the open tank experiments, measurements in the pressurised chamber is carried out upto 50 bar.
During pressurisation, PU moulded transducer resonance frequency is reduced to 3828 Hz from 4535 Hz
(i.e., 25.5% reduction) when the pressure is increased from 10 to 20 bar but thereafter it remained steady
when the pressure is increased from 20 to 50 bar as shown in Fig. 13.

Fig. 13. Effect of pressure on resonance  frequency for PU moulded transducer.

Reduction in resonance frequency is observed for oil filled transducer also when the pressure is increased
from 10 to 20 bar. The frequency changed to 3909 Hz from 4272 Hz but it is significantly less at about 8.5%
(Figure 14). Beyond 20 bar the change in resonance is not significant for oil filled transducer also.

The measured TVR under pressure for the PU moulded and oil filled transducers are shown in Figures 15
and 16. With increase in pressure from 10 to 20 bar there is a 3 dB reduction in TVR in the 3 to 4 kHz band
for the PU moulded transducer but above 20 bar pressure the reduction is less than oned B. The TVR of PU
moulded transducer is stable over the frequency  band  of  4 to 9 kHz when the pressure is increased from
20 to 50 bar.

Fig. 14. Effect of pressure on resonance frequency of oil filled transducer.
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Fig. 15. Measured TVR of PU moulded transducer under 10 to 50 bar pressure.

For oil filled transducer also there is reduction in TVR with increase in pressure for frequencies below 3.5
kHz but above this frequency the TVR increases with pressure. When pressure is increased from 10 to 20
bar, the TVR increase is 1 to 3 dB in the band of 3.5 to 8 kHz. When the pressure is further increased from
20 bar to 40 bar, the change in TVR is not considerable.

Figure 17 shows the comparison of PU moulded and oil filled transducer at 40 bar pressure.  The results
indicate that the oil filled transducer has upto 3 dB advantage in the band of 3.5 to 8.0 kHz frequency,
except around 5 kHz. However, the PU moulded transducer has a flatter response over the frequency band
of 3.8 to 9 kHz. In conclusion, the tests indicate that, for deep sea application oil filled transducer has
advantage but, if the depth of operation is less than 200 m then PU moulding is a cost effective and simple
method of encapsulation.

Fig. 16. Measured TVR of oil filled transducer under 10 to 40 bar pressure.

Subsequent to the acoustic measurement under pressure, the transducers are subjected to 90 bar for two
hours to test the pressure with standing capability. Continuity, capacitance and insulation resistance of the
transducers are checked at an interval of 10 bar till the maximum pressure of 90 bar. There was no significant
change in these values for both the transducers which indicate the transducers can be safely operated upto
90 bar.
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Fig. 17. Measured TVR of transducers at 40 bar pressure.

7. CONCLUSION

Free flooded PU moulded and oil filled transducers are modelled using ATILA and manufactured.
Transducers manufactured are tested in an open acoustic tank and under pressure upto 50 bar to study the
effect of depth on their acoustic performance. The studies indicate that the resonance frequency of oil filled
transducer with rubber boot has lower resonance and at resonance has higher TVR compared to PU moulded
transducer.  For less than 200 m application, PU potting is better since the TVR values are higher for this
transducer except around the resonance. For operational depth of 200 m and above, oil filled transducer
has the advantage of about 3 dB higher TVR.

There is reduction in resonance frequency with pressure for both the transducers. For PU moulded transducer
the resonance frequency is reduced by 25% and for oil filled transducer it is reduced by 8.5%, when the
pressure is increased from 10 to 20 bar. Beyond 20 bar, resonance frequency remained stable for both type
of transducers. The transducers are also subjected to 90 bar to test its pressure withstanding capability.
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ABSTRACT

Attractive features such as compact size and absence of electrical components or cablings at wet-
end make Distributed Feed-Back Fiber Laser (DFB-FL) hydrophones suitable sensors for Thin Line
Towed Array (TLTA) sonar systems. Coupling multiple fiber laser hydrophones of different emission
wavelengths in a single lead fiber along with a single pump laser source allows efficient multiplexing,
still maintaining the simplicity in array engineering. In this paper, we present the preliminary
results obtained from an eight-element DFB-FL hydrophone array along with Dense Wavelength
Division Multiplexing (DWDM), realized under laboratory conditions. Sensitivities of the
hydrophones are found to be better than -150 dB ref. 1V/µPa in the frequency band 1 to 9 kHz.

1. INTRODUCTION

Underwater acoustic sensing using fiber optic hydrophones is an important area of research due to their
advantages over conventional hydrophones[1,2]. The latest trend is to use Fiber Bragg Grating Laser (FBGL)
hydrophones, either in a Distributed Bragg Reflector (DBR) configuration or in a Distributed Feed-Back
(DFB) configuration[3,4]. Used along with highly sensitive optical interferometers, these systems result in
miniature hydrophone arrays with sufficiently high sensitivities required for critical applications. Such
compact arrays with their hydrophones being electrically passive, are expected to have wide applications
in advanced surveillance sonar systems like sea-bed arrays, thin towed arrays and submarine flank arrays[5].
In recent years, considerable efforts have been devoted to the development of fiber optic hydrophones
based on Distributed Feed-Back Fiber Lasers (DFB-FL).

For deep-sea applications, the sensitivity of hydrophones needs to be sufficiently high so as to detect the
background acoustic noise of quiet ocean, i.e., Deep Sea State Zero (DSS0), which is ~ 45 dB ref 1µPa at
1 kHz. The DFB-FL sensor is a promising option for underwater acoustic sensing due to its capability to
sense very small strains in the sub-pico strain range[6]. When these lasers experience a longitudinal strain
(εz), the pitch of the gratings varies and alters their emission wavelength which can be detected using
suitable interferometric methods. Generally, a bare fiber laser cannot meet the stringent requirements of an
underwater sensor array, due to their long, thin geometry, high axial stiffness and residual strain noises.
Suitable packaging for the fiber lasers is necessary to enhance their acoustic sensitivity and also to avoid

© 2016 Acoustical Society of India
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residual strains due to molecular motion of water on thin fibers with very low mass. Different packaging
schemes, each with its own advantage, have been attempted for DFB-FL hydrophones[7, 8].

In sonar technology, hydrophone arrays are designed to meet requirements such as array gain, directivity,
distributed sensing and acoustic band selection. In the case of towed array sonar, hydrophones are assembled
in a linear fashion inside a flexible hose of acoustically transparent material and towed behind the platforms
using re-inforced tow cables[9-11]. Towed arrays facilitate large reduction of own-platform noise and hence
improve the detection capability. Its long and linear geometry allows operation in low frequency bands
and hence is highly useful in advanced sonar systems. However, towed array sonar technology, in general,
is quite complex due to the requirement of sophisticated, and large-sized Winch and Handling System
(WHS) for its deployment. The size (diameter) of the hydrophones dictates the size of the hose to be used,
and in turn, the complexity of the WHS. This happens in the case of conventional arrays using large, PZT-
based hydrophones, which are packed inside the hose along with the electronic circuitry for signal
amplification and transmission to the sonar room. Introduction of compact fiber optic hydrophones makes
the system much simpler and easier to handle. Thin towed array sonar, making use of fiber optic
hydrophones, fitted onto platforms like submarines and AUVs has been reported in literature, nearly a
decade ago[9]. The advantage of fiber laser hydrophone is that it is possible to pump multiple laser
hydrophones of different wavelengths in series using a single pump source, in effect achieving a self-
multiplexing Dense Wavelength Division Multiplexing (DWDM) sensor array. However, for realization of
fiber laser hydrophone array, multiple DFB-FLs are to be coupled, preferably in a single lead fiber with a
common pump laser source, which makes the task a little more complex.

In this paper, we present the preliminary results obtained from an eight-element array realized at NPOL,
in a single lead fiber pumped with a 500 mW pump source. An eight channel DWDM with 400 GHz
separation and a high sensitive low noise Mach-Zehnder interferometer with 50 m optical path difference
were also used. Simultaneous phase demodulation was carried out from all eight channels using an optical
phase demodulator. Sensitivity of the hydrophones was found to be -155 ± 5 dB ref. 1V/µPa for the frequency
band 1000 - 9000Hz, the noise floor of all the sensors was found to be within ± 5 dB.

2. HYDROPHONE DESIGN

The bender-bar geometry adopted for the packaging of DFB-FL hydrophone and the fabricated structure
are shown in Fig. 1 (a) and (b), respectively. The bender-bar mechanical packaging is developed in a pair of
metal plates each having 1 mm thickness, 80 mm length and 8 mm width. A beam of 15 mm length and
1mm width was introduced on the upper metal plate with two hinge configurations at its ends having 0.5
mm depth and width. A recess was made on the bottom plate which enables the free movement of the
beam and forms an air-backed cavity. A commercial DFB-FL with 55 mm length was used for realization of
the hydrophone. The laser has an output power of about 50 µW for a pump power of 100 mW at 980 nm,
and a line-width of ~100 kHz.  Relative Intensity Noise (RIN) was less than -130 dB/Hz, in the frequency
range 1 - 20 kHz.

Fig. 1. (a) Geometry of the bender-bar structure and (b) fabricated metal bender-bar structures.

(a) (b)
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In case of bare Fiber Bragg Grating or DFB -FL without any mechanical packaging, the shift in wavelength
resulting from the axial strain developed by the external forces acting on them is governed by the relation[4].
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where  ξz is the axial strain, p11 and p12 are the photo-acoustic coefficients of the fiber material, ν and neff are
the Poisson's ratio of the fiber material and effective refractive index of the grating. For a single mode fiber
and a plane acoustic wave at normal incidence, the strain ξz can be related to the change in pressure ∆P
through the relation
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where Efib is Young's Modulus of the fiber material and L is the grating length. Substituting equation (2)
into (1) gives the shift in wavelength in terms of pressure as
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From Eq. (3), for an FBGL with neff = 1.465, λL = 1550 nm, ν = 0.17, p11 = 0.121, p12 = 0.27, Efib = 70 GPa, the
pressure sensitivity of bare FBG is ~4pm/MPa. This sensitivity value is extremely small for the detection of
DSS0 level (~ 100 µPa at 1 kHz) even with an efficient inter ferometric method. Therefore, suitable packaging
which enhances the sensitivity to sufficient level is essential.

For the above bender-bar structure, the beam (along with the fiber laser) bends due to the acoustic pressure
acting on it and the resulting strain ε, is expressed as[8]

2ε = / ( )t R p (4)

Fig. 2. (a) Bender-bar hydrophone, (b) Delrin® mounting fixture and
(c) Hydrophone, assembled with the mounting fixture

(b)(a)

(c)
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where, t and R are thickness and bend radius of the beam respectively. Correspondingly, the frequency
shift due to the strain on the laser is given by,

1 2∆ = −( ) / ( )
z

f f t R pe (5)

where f is the frequency of the laser emission and ez is the strain optic coefficient of the fiber. In the work by
Foster et al.[8], silica wafer was used as the material and the two plates were ionic-bonded with each other
after mounting the laser on the grooved portion along the length of the bender-bar. The ionic bonding
ensures proper sealing between the plates and an excellent coupling of the fiber with the bender-bar. In our
work, we used the bender-bar structures made using metals, Aluminium and Steel.  A cylindrical mounting
fixture was also used to mount the hydrophone inside the flexible hose. The fixture was in made of Delrin®.
The bender-bar is isolated from the fixture using neoprene washers. The assembled bender-bar hydrophone,
the Delrin® mount and the assembled unit are shown in Fig. 2(a), (b) and (c), respectively.

Provision was also made in the mounting fixture for passing a 1mm-thick Kevlar® thread for providing
additional mechanical strength for the array.  Further, the two O-rings around the structure firmly held the
mounting structure and also isolated the vibration and shocks from the hose to the sensors.

3 ARRAY INTEGRATION

For the realization of DFB-FL hydrophone array, eight different DFB-FL hydrophones with packaging as
described in the previous section are used. The emission wavelengths of the hydrophones are chosen based
on ITU standard with 400 GHz separation and spliced in a single lead fiber with 60 cm spacing between
hydrophones. The bender-bar hydrophone assembly is fitted inside a flexible Polyurethane (PU) tube of 32
mm outer diameter and 26 mm inner diameter. The array multiplexing scheme adopted is shown in Fig. 3.

Fig. 3. The scheme for eight element array with DWDM concept

The array assembled inside a tube is shown in Fig. 4. As the lasers are of different wavelengths and also for
reasons like splicing, repeatability in writing identical gratings and other unknowns, the efficiency of
individual lasers are found to be not identical. Therefore, optimization is carried out in deciding their
positions in the array so that almost identical and sufficient power for shot noise limited operation (preferably
within  3 dB variation) can be obtained. Optimization is carried out by online monitoring of both emission
and unused pump power during the splicing of the array.

All the fiber laser sensors were pumped by a common 980 nm, 500 mW pump source.  A WDM coupler was
used to separate the laser emissions along the pump side through the same lead fiber. An inline optical
isolator suppresses the back-reflected pump laser and reduces the phase noise. A Mach-Zehnder
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interferometer with 50m optical path difference and a PZT stretcher in its one arm for carrier phase
modulation were employed for interrogation. The interferometer assembly was placed inside an anechoic
chamber with vibration isolated chamber for avoiding ambient noise effects. The DWDM device separates
out the channels by wavelength and are simultaneously demodulated using an optical phase demodulator
(M/s Optiphase Model:OPD-4000)

4 PRELIMINARY RESULTS AND DISCUSSION

The acoustic sensitivities of the prototype bender-bar hydrophones are measured in a water tank in the
frequency range of 1 to 9 kHz. Typical sensitivity responses for bender-bar hydrophones in two different
metals viz. Aluminium and Steel are given in Fig. 5(a) and (b) respectively. In case of aluminium, the
sensitivity varies from a maximum of -113 dB ref. V/µPa at 1.5 kHz to a minimum of -158 dB ref. V/µPa at

Fig. 4. Eight element array in 32 mm PU tube, sensor positions circled and enlarged

Fig. 5. (a) Frequency response of bender-bar hydrophone (a) in aluminium and (b) in steel

(a) (b)
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4 kHz in the measured range of 1 to 9 kHz. At the same time, for steel, the maximum sensitivity observed
is -139 dB ref. V/µPa at 1.1 kHz and minimum is about -178 dB ref. V/µPa at 5.1 kHz. The results of Finite
Element simulation obtained for the two cases using the FEM package COMSOL Multi-physics are also
included in the same response plots. It is observed that the experimental and FEM results are matching
fairly well. The reason for small deviations in experimental results may be due to the fact that DFB-FL was
bonded on the bender-bar using polyimide adhesive tape while it was not considered in simulation. Both
experimental and simulated results show a resonance peak at 1.6 kHz in frequency response of Aluminium
bender-bar. The steel bender-bar also shows a resonance peak below 2 kHz in both experimental and
simulated results.  In order to analyze this, the free vibration modes of the hydrophones structure were
carried out using COMSOL Multi-physics. The observed vibration modes are at the following frequencies:
1.6 kHz, 4.4 kHz, 6.3 kHz, 7.9 kHz, 8.7 kHz and 15.7 kHz, respectively in air. Generally, the bandwidth of
the hydrophone is determined by the fundamental resonance frequency of the beam, was found to be at
15.7 kHz for the beam[12]. All other modes arise because of the plate vibration modes.  For achieving flat
frequency response, it is necessary to arrest the plate vibrations. Since the bender bar portion is linked with
the plate, and the portion of the sensing laser grating is pasted also along plate, it will be difficult to completely
remove the effects of plate vibrations. However, the plate effects and resonances can be reduced either by
increasing the depth of the hinges and making bar vibrations as prominent one compared to that of plates
or completely clamping the plate by attaching it with a proper rigid mass. Efforts are currently in progress
towards this.

The position of each element in the array was optimized through various iterations by splicing them at
different positions in the linear array while monitoring the output power online. The observed laser emissions
from all the eight elements in the array with an Optical Spectrum Analyzer (OSA) (JDSU Model : OSA 500
M) under optimized condition is shown in Fig. 6. Under this condition, the powers from all the lasers were
sufficient while pumping at about 430 mW and the power variation was found to be within ±3dB.

The underwater acoustic sensitivity of the individual hydrophones was measured by deploying the array
at a depth of 10 m in a large water tank. The DFB-FL hydrophone array was insonified by a broadband
projector (developed in-house) and a standard hydrophone (B&K Model No. 8305) was lowered at the
same depth for the calibration of the sensor. Simultaneous demodulation was achieved with the eight

Fig. 6. The laser emissions from array as observed in OSA
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Fig. 8. Observed time signal from the array when insonified at 5000Hz

Fig. 7. Observed noise floor in each channel of the array

channel optical phase demodulator. The observed noise spectrum is shown in Fig. 7. It was found that the

noise is within 80-90 dBV / Hz   for the frequency band 1-10 kHz, while using the interferometer with
50 m optical path difference.

The time signal and the frequency spectrum of the array during the insonified condition at 5000Hz is
shown in Fig. 8. The difference in peak level between sensors corresponds with their separation from the
projector.
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5. SUMMARY

An eight element hydrophone array with DFB-FL hydrophones was developed and preliminary tests were
carried out in water. Using Mach-Zehnder interferometer with 50 m optical path difference, the noise floor
observed was close to the Frequency Noise of the laser source. In case of Aluminum bender-bar hydrophones,
the sensitivity was better than -150dB ref. 1V/µPa for the frequency band 1000-9000 Hz. In case of Steel
bender-bar, sensitivity was better than -160 dB ref. 1V/µPa for frequencies up to ~4000 Hz. However, flat
response was not achieved in both cases due to the plate vibrations. Efforts are in progress for obtaining
flat response with this bender-bar packaging. Ruggedization for towing and smoothening of the sensor
response along with noise measurements are being undertaken currently, to realize a field-deployable
array.
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ABSTRACT

Acoustic design and development of a low frequency Barrel Stave Transducer for towed horizontal
projector array is described. Finite element software package ATILA[1] is used to acoustically design
the transducer. Important in-water performance parameters, such as resonance frequency at which
the Transmitting Voltage Response (TVR) is maximum and the corresponding TVR value are
presented. Effect of transducer structural variables, such as shell thickness, shell curvature and
shell material, on these parameters is investigated. Several modeling studies have been carried out
to optimize the shell material, dimensions, curvature of the shell. A few prototype transducers are
developed, acoustically evaluated and results are compared.

1. INTRODUCTION

Barrel Stave Transducer (BST) is a Class I Flextensional Transducer (FT) that consists of a stack of axially
polarized piezoelectric rings and a surrounding mechanical concave shell. The components of this transducer
are shown in Fig. 1. The mechanical shell has slots along the axial z-direction forming staves in order to
reduce the axial stiffness and thus decrease the resonance frequency of the transducer. Between adjacent
staves, there are gaps that permit the staves to vibrate freely in flexure. The transducer has end plates on
both ends and a stress rod. The stress rod passing through the centre of the transducer holds the end plates
in place. Adjacent rings in the piezoceramic stack are polarized in opposite direction. Under an electric
drive, at the first resonance frequency of the Transmitting Voltage Response (TVR) of the transducer, the
piezoelectric stack vibrates in its thickness mode along the longitudinal axis of the transducer. With this
piston motion of the driver, the endplates displace axially causing the staves to flex in the radial direction.
Because the staves are curved, the relatively small driver displacements are transformed into larger stave
displacements. The transducer has a rubber boot to isolate it from the external acoustic fluid. The advantages
offered by this type of flextensional transducer include low resonance frequency, high power density, low
weight, and low cost due to simplicity in its design and assembly. Comparatively small size and barrel
shape of these transducers permit them to be kept inside a tube that in turn can be used as a Horizontal
Projector Array (HPA) for towed arrays. Though for a horizontal receiver array,the optimal corresponding
transmitter array geometry is a linear Vertical Projector Array (VPA), the deployment and recovery of the
tow-body used to house the VPA requires a significant handling system. A practical alternative is a reelable
horizontal projector array that can be stored, deployed, towed, and recovered in-line with the receiver
array so that handling and ship-fit issues can be minimized.

© 2016 Acoustical Society of India
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In this paper, the design and development of a low frequency, less than 3kHz, barrel-stave transducer is
described. Transducer is designed using the finite element tool ATILA to reduce prototype fabrication
times. Three dimensional finite element models of the transducers are developed in ATILA. The effect of
structural and material parameters on the acoustic performance of the transducer is analyzed. The transducer
dimensions are finalized so as to use it in an available towed array tube. The design is optimized with
maximum TVR within the dimensional constraints. The analysis of Barrel stave transducers using finite
element tools is reported in literature[2].

2. DESIGN AND ANALYSIS

A preliminary design is first made and analyzed using the FE package ATILA. The outer diameter and
length of the transducer are fixed based on the diameter of the available towed array tube and the diameter
of the winch on which the tube is to be wound. A stack of PZT 4 rings is used in the design. In the initial
analysis, the shell is assumed to be without slots and hence the geometry was axisymmetric. Only 1/8th of
the transducer is to be modelled because of symmetry. The first longitudinal mode resonance frequency is
computed. The axial slots are then introduced and it reduces the shell hoop stiffness and thus lowers the
flexural resonance frequency of the shell. The radius of the external water medium is equal to λ of the
minimum frequency analyzed so that the fluid medium is infinite. By arresting the normal displacements
along the axial and radial planes, symmetry in both longitudinal and circumferential directions is established
and the original 3D geometry thus reduces to 1/8th cross- section as shown in Fig. 1.  Polarization is defined
in opposite direction on adjacent piezoceramic rings. FRP material is used to isolate the piezoceramic stack
from the metallic ends. Nitrile rubber boot is used to isolate the shell from the external fluid. All volumes
are meshed with structured hexahedral elements. The piezoelectric stack is electrically driven and the

Fig. 1. 1/8th model of the Barrel stave transducer.

Fig. 2. Magnitude of the displacement in metre at the flexural mode resonance of BST

Rubber boot

Stress rod

Staves

PZT stack End plate
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transducer radiates into the infinite external fluid space. Harmonic analysis is performed. The pressure
field, displacement field, electric potential, electrical impedance, and electrical admittance are computed.
After several parametric studies, an optimal design with circular profile has been arrived at for use in the
present towed array systems available. The displacement pattern at the flexural resonance frequency of the
optimized design is shown in Fig. 2. The displacement is maximum at the axial centre of the staves and is
minimum towards the ends.

Effect of various structural parameters on resonance frequency and TVR of the transducer is reported in
literature[3-4]. To study these effects, analyses are conducted with different shell and endplate materials
and varying endplate and shell thickness. The analysis with different shell materialis carried out using
Titanium, Aluminium, Aluminium-Bronze and Steel as the shell material. Computed TVR is plotted in Fig.
3. Here, the TVR and resonance frequency are normalized w.r.t. the TVR and resonance frequency of the
Steel shell. It can be seen from Fig. 3 that the resonance frequency increases as the specific modulus of the
material increases. Specific modulus is minimum for Brass and maximum for Steel. The lowest resonance
frequency occurs for Brass, shown with a solid line, and the highest for Steel, shown in solid line with
squares. Resonance frequencies of other materials lie in between these two in the above said order. Stiffness
to weight ratio is minimum for Brass and thus increases the effective stave compliance and reduces the
flexural resonance frequency to the lower side. Thickness of the shell is also varied to anlyze its effect on
the resonance frequency. The resonance frequency increases as the shell wall thickness increases.

Fig. 3. Change in the normalized resonance frequency w.r.t. shell and endplate material

Effect of endplate thickness is also analyzed. The analysis is repeated with different end-plate materials. In
all cases, it is found that when the end-plate thickness increases, the effective mass also increases and hence
the resonance frequency decreases. It is also known from literature that the radius of curvature of the
Barrel shaped shell has a significant effect on the resonance frequency and TVR of the transducer[4]. This is
also studied by changing the geometry of the shell. Two options that are easy to machine are tried out on
the same model; in one case the shell boundary is a part of an ellipse and in the other, it is a part of a
circle.The results are plotted in Fig. 4. Here, TVR and resonance frequency are normalized w.r.t. that of the
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transducer with elliptical shell. It is observed that a brass shell with circular profile has nearly 3 dB more
TVR than one with an elliptical profile. The resonance frequency is also higher for the transducer with
circular profile. The solid line represents the predicted TVR of a Brass shell with circular profile and the
dotted line represents that of a Brass shell with elliptical curvature.

3 DEVELOPMENT OF BARREL STAVE TRANSDUCER

A few prototypes of the optimized design are developed. The shell is manufactured using EDM wire cutting
method. Shells are made up of three different materials, viz. Aluminium, Brass and Aluminium bronze.

Fig. 4. Effect of circular and elliptical shell profile on TVR and resonance frequency

Fig. 5. Measured and Predicted TVR of the transducer
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Fig. 6. Resonance Frequency as a function of depth

Nitrile rubber is used for encapsulation by post vulcanization bonding considering long duration exposure
in oil environment inside the tube of horizontal projector array. Unlike other transducers, the piezoceramic
stack used in BSTs is pre-stressed before assembly into the shell. This is done by means of a Beryllium
Copper stress rod. The stress rod is tightening enough to prestress the stack. For assembling the transducer,
the pre-stressed stack is inserted into the shell and fastened using the end caps of the shell. Then the ends
of the shell are closed using PU moulding with terminals taken from one side. It is found that the Brass
shell has minimum resonance frequency and maximum TVR and hence it is decided to proceed further
with Brass shells. Because BSTs are to be used in towed arrays, the tuning coils also have to be inserted in
the towed array tubes, filled with oil. Tuning coil was designed and encapsulated in rubber in such a way
that the inside of the core does not get flooded with oil. The coil parameters were calculated from the
measured underwater susceptance of the BST. The measured TVR of a prototype transducer with normalized
frequency is shown in Fig. 5. Here, TVR and resonance frequency are normalized w. r. t. that of the
experimental results. ATILA predicted TVR of the transducer is shown in the figure with a dashed line for
comparison. Model predicted TVR is 6 dB more than the measured TVR. This difference is because of the
fact that no losses are included in the model. But, in the actual prototype, all the materials have losses.
There is 20% difference in the measured and model predicted resonance frequencies. In the FEM model, all
the components of the transducer are integral and hence the joints are ideal as in Fig. 1.  This is not achieved
in the prototypes made. Efforts are on to make these differences minimal. Eventually, prototypes will be
made with performances as good as that of the FEM model.

Measured fundamental flexural resonance frequencies can be matched with the FEM predicted results
using several geometric and material approximations. Measured response levels can be achieved by using
appropriate damping in the models. This is not attempted in the present analysis because the experimental
results are satisfactory for the intended application. The change in resonance frequencies of a BST with
depth is reported in literature[5]. As the depth increases resonance frequency increases quickly for an
uncompensated transducer. The variation is at a slower rate for a projector with pressure compensation. To
study the effect of depth in resonance frequency, one of the prototypes is subjected to various depths and
a graph is plotted and is shown Fig. 6. It can be seen from Fig. 6 that the resonance frequency changes at
slow rate from 10 m to 150 m. After 150 m, there is a rapid change.

4 CONCLUSION

In this paper, the design and development of barrel-stave flextensional transducer is reported. Finite element
package ATILA is used for the acoustical design of the transducer. Parametric studies are also conducted
by using ATILA. The optimized design is prototyped and acoustically evaluated. FEM results are compared
with experimental results.
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ABSTRACT

An improved method to calibrate hydrophones at very low frequencies in a small, water-filled,
open chamber using standing waves is presented. The characteristics of the chamber are first
determined using Finite Element Modelling (FEM), and then used to find appropriate locations in
the chamber where the pressure field is uniform. The Sound Pressure Level (SPL) along the axis of
the chamber estimated by modelling agrees well with the measured data in the frequency band (10
Hz - 4000 Hz). SPL is found to vary linearly with excitation voltage at high frequencies. A novel
method is proposed in which the ambient noise is combined with the random noise signal generated
by the projector to produce nearly constant SPL at low frequencies that is otherwise impossible to
achieve using small projectors. In the present method, the Signal-to-Noise Ratio (SNR) of the
measurement system is enhanced up to 20 dB below 200 Hz enabling accurate sensitivity
measurements.This technique is demonstrated by measuring the receiving sensitivity of a few
standard hydrophones at very low frequencies down to 10 Hz. The results are in good agreement
with the reported values. Variations in sensitivity values are found to be less than ± 0.5 dB in the
band 10 Hz to 4000 Hz for all the hydrophones studied.

1. INTRODUCTION
Performance of sonar systems depends largely on the ability of hydrophones to detect weakest signals
arriving from underwater targets in the ocean[1]. The detection range of a passive sonar system is decided
by the Minimum Detectable Level (MDL) of the receiver system which in turn is decided by the SNR at the
output of the hydrophones. The SNR of a hydrophone depends on its receiving sensitivity and self noise.
The receiving sensitivity is approximately constant far below its first resonance frequency. However, it
drops sharply, i.e. 6 dB per octave, below a cut-off frequency that is decided by the RC time constant[2]. This
means that the hydrophones and hence, the passive sonar system would become less and less effective
below some limiting frequency. On the contrary, major part of the radiated noise of underwater targets lies
in the low frequency region, typically of the order of few tens of Hz to few hundreds of Hz. Therefore, it is
essential to characterise hydrophones used in sonar systems at very low frequencies.

Hydrophones are usually calibrated under free-field conditions in a laboratory water tank or in a large
lake facility[3]. Such large water bodies allow sufficient spatial separation between the projector and the test
hydrophone in order to satisfy the far-field criterion that is required to ensure approximately plane wave
propagation during calibration. However, this condition is violated at low frequencies where the wave
length of sound waves in water is much large. The dimensions of the tank set the low frequency limit of a
measurement tank. For any practically feasible dimensions of laboratory tanks, typical low frequency limits
lie in the range (1-2) kHz. For calibrating transducers below 1 kHz, one has to resort to alternative methods.

© 2016 Acoustical Society of India
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A few alternative methods of low frequency calibration are available. These methods make use of near
field calibration techniques implemented in small chambers[3]. The chambers may be closed or open ended,
but in any case, the dimensions of the chambers are much smaller than the acoustic wavelengths under
consideration. The test hydrophone positioned in the chamber experiences uniform acoustic pressure
generated by an appropriate mechanism. The main drawbacks in these methods are that they work under
certain restrictions on the measurement conditions and they operate in a spot frequency or in a very narrow
band. Measurements done using different techniques at various spot frequencies are to be combined for
obtaining a calibration chart covering a reasonable frequency band. Any measurement technique that gives
broad band calibration data of hydrophones would be handy for a sonar designer.

A broadband hydrophone calibrator that operates in the band (200 Hz - 4000 Hz) has been reported in
literature[4]. This calibrator is an open-ended, fluid-filled rigid tube and generates standing wave pressure
pattern. Hydrophones of finite sizes are calibrated using this method. The hydrophone calibrator developed
by NRL operates in the band (25 Hz - 1000 Hz) and is designed to work in harsh environments such as on-
board ships[5]. A few variants of hydrophone calibrators are commercially available[6-8]. However, no
published literature is available in public domain on very low frequency hydrophone calibrators using
open-ended chambers.

An attempt is made in the present work to develop and demonstrate a method to calibrate hydrophones
using standing waves generated in an open-ended cylindrical chamber, in the frequency band (10 Hz -
4000 Hz). The calibrating system is modelled using finite element modelling code, ATILA[9]. The model
results are validated by experimental studies. The new method proposed in this work is implemented in an
experimental setup and demonstrated by calibrating a few standard hydrophones for which the data is
available for verification. The details of the modelling and experimental studies are presented in this paper.

2. MEASUREMENT SYSTEM

The acoustic measurement system for calibrating hydrophones at low frequencies is shown in Fig.1. It
consists of an open-ended rigid chamber of cylindrical cross section filled with a fluid. A piezoceramic
projector is attached at the bottom plate of the closed end and driven by a transmitting system excited by
the source signal generator through the Dynamic Signal Analyser (Agilent, Model 35670A) and a power
amplifier (Instruments Inc., Model L2). Random noise signal in the frequency band (10 Hz - 4000 Hz) is
transmitted through the projector. The hydrophone under calibration and a standard hydrophone (B&K,
Models 8103 and 8104) are positioned adjacent to each other at a depth h from the surface of the fluid and

Fig. 1. Standing wave tube hydrophone calibrator system
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close to the axis of the chamber. The output signals from the hydrophones are amplified using two channels
of the preamplifier (B&K, Model Nexus2693). The gain of the preamplifier is set at 100 for both the channels.
The amplified signals are fed to the Dynamic Signal Analyser for processing. The frequency response and
the known sensitivity of the standard hydrophone are used to determine the sensitivity of the test hydrophone
by comparison calibration method[3].

3. FINITE ELEMENT MODELLING

In order to understand the characteristics of the measurement system and to optimally use it for measuring
acoustic parameters of hydrophones with minimum possible errors, it is important to initially characterise
the measurement chamber. Numerical modelling is an effective tool for determining the characteristics of
acoustic systems. Therefore, the measurement system shown in Fig.1 is modelled using finite element code,
ATILA. Fig. 2 shows the finite element mesh of the critical part of the measurement systems, namely, the
open-ended rigid chamber. The chamber is made up of stainless steel and filled with a suitable fluid, water
or oil as required.The height, outer diameter and wall thickness of the chamber are 400 mm, 170 mm and
10 mm, respectively. A ring projector is fitted at the base of the chamber to generate the acoustic signal. The
complete structure of the calibrating chamber is axisymmetric and therefore, analysed using 2-dimensional
axi-symmetric model. Structured mesh with 8-noded HEXA elements are used. Harmonic analysis is carried
out in the frequency band (10 Hz - 4000 Hz) with 100 points resolution.

The projector is driven with sinusoidal signals of 1V amplitude at each frequency in the band. The
pressure field generated in the chamber forms a standing wave pattern with a pressure node at the water-
air interface at the open end. The pressure field determined by the finite element analysis is used to find the
best location in the chamber to position the hydrophones under calibration, in order to ensure that the
hydrophones are exposed to maximum and uniform pressure amplitudes at all frequencies, and to improve
the SNR ofthe measurement system.

Fig. 2. Finite element model of the measurement chamber

4. RESULTS AND DISCUSSION

4.1 Finite element modelling results

Fig. 3 shows the electrical impedance spectrum determined across the input terminals of the projector
fitted in the measurement chamber as predicted by FEM and compared with the measurement result. The
loading effect of the measurement chamber on the projector modifies its original impedance pattern. A set
of resonance peaks is observed at 216 Hz, 1089 Hz, 1960 Hz and 3718 Hz. It is seen from the figure that the
model results, in general, agree with the experimental data. Small shift observed in some resonance
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frequencies is attributed to the differences in material properties of various components of the chamber,
used in finite element modelling.

Fig. 4 shows the normalised pressure distribution inside the measurement chamber at different
frequenciesas predicted in FEM analysis. The pressure distribution is typical of a standing wave pattern in
a tube with one-end open. The pressure field varies uniformly as the frequency is increased. The pressure
amplitude remains constant along the radial direction upto about 3000 Hz and varies to a very small extent
near the highest frequency, i.e., 3718 Hz. The pressure distribution at two off-resonant frequencies, 2513 Hz
and 3015 Hz are also shown in the figure to illustrate the pressure uniformity at all frequency regions
including resonance and off resonance frequencies.The dotted line marked at a depth of 100 mm from the
top surface indicates the ideal location of the hydrophone to be placed in the chamber for reliable
measurements.

Fig. 3. Predicted and measured input electrical conductance spectrum of the measurement system.

Fig. 4. Normalised pressure distribution in the measurement chamber at different frequencies

Graphical representations of pressure distribution in the measurement chamber are shown in Fig.5. The
Sound Pressure Level (SPL) determined along the axis of the chamber at resonance frequencies are shown
in Fig.5(a). SPL is nearly constant in most partof the chamber except at locations very close to the projector
and at the free end of the chamber,for all frequencies except at 3719 Hz, where a pressure node is observed
at the centre. It can be seen from the figure that the projector generates above 115 dB of SPL at a depth of
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about 100 mm from the top surface at all frequencies studied. This is the best location in the chamber for
positioning the hydrophones for calibration in order to achieve sufficient SNR and minimum measurement
error. The optimum location is marked by dashed lines in Figs. 4 & 5. It can also be seen from the figures
that SPL remains nearly constant and usable at axial distances varying upto + 50 mm about the recommended
position. This allows more tolerance in the length of the hydrophones that can be calibrated using this
system.

Fig. 5(b) shows the pressure distribution along the radial direction of the chamber. The SPL remains
constant over radial distances upto 70 mm at all frequencies studied. It is essential to maintain constant
pressure in the plane perpendicular to the axis in order to use comparison calibration method where it is
mandatory to simultaneously expose both the standard and the test hydrophones to equal pressure
amplitudes[3]. Further, the uniform radial pressure amplitudes allow us great tolerances in the width of the
hydrophones that can be calibrated using this system.

Fig. 5. (a) Axial and (b) Radial pressure distribution at different frequencies. Pressure node occurs at
water-air interface at the top end of the chamber. The axial and radial distances are measured

from the bottom and axis, respectively, of the chamber.

4.2 Measurements of calibrating system parameters

The appropriate location of the hydrophone i.e., 100 mm from the surface,on the axis of the measurement
chamber as determined by the finite element modelling is fixed in all subsequent measurements. The sound
pressure level at this location is measured by exciting the projector fitted at the base of the chamber and
recording the standard hydrophone output in the frequency band (10 Hz - 4000 Hz). Fig. 6(a) shows the
variations in  SPL in the measurement chamber with frequency at different excitation levels. A set of
resonance peaks is observed in the band as seen in the conductance spectrum shown in Fig. 3. The SPL
values increase with excitation voltage and is found to be above 110 dB in the band at the excitation voltage
of about 2 V. This level is later found to be sufficient to achieve the required SNR of the measurement
system. An important observation made from these plots is that the SPL remains constant as the frequency
decreases below 1000 Hz. This phenomenon is contrary to the general behaviour of a typical projector
response which decreases 12 dB/Octave below the first fundamental resonance[2]. In additions, a small
increase in SPL is noticed at low frequencies for the lowest excitation voltage. This indicates that the pressure
level generated by the projector is augmented by additional contributions from other sources. It has been
found that the ambient noise, which is generally considered as unwanted, is responsible for this behaviour.
SPL is linear with excitation voltage for frequencies above 1000 Hz and deviates from linearity at low
frequencies as shown in Fig.6(b). The increase in SPL at low frequencies is contributed by the ambient
noise.
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Therefore, the ambient noise in the system is measured using the same standard hydrophone. Fig. 7(a)
shows the contribution of ambient noise to the sound pressure level of the measurement system. As seen in
the figure, the pressure level is about 15 dB for frequencies above 500 Hz and it increases to about 35 dB for
frequencies below 500 Hz down to 10 Hz. This effect is also seen in the linearity plot shown in Fig. 6(b).

In the absence of ambient noise, the SPL plot would be similar to that of the combination of projector
and the measurement chamber. This is verified by subtracting the noise effect from the total SPL and the
resultant plot is shown in Fig. 7(b). The measured plot is comparable to that predicted by finite element
modelling, which takes into account only the response of the projector in combination with the measurement
chamber, excluding ambient noise.

Fig. 6. (a) SPL and (b) linearitywith different excitation voltages,
measured at a depth of 100 mm along the axis.

Fig. 7. (a) Contribution of ambient noise to SPL, measured at a depth of 100 mm along the
axis of the measurement chamber and (b) Comparison of predicted and

experimental SPL after subtracting the ambient noise.

4.3 Calibration of hydrophones

The measurement system is fully characterised as described in the previous sections and used to calibrate
unknown hydrophones. In order to validate the calibrating system, three standard hydrophones, namely,
B&K 8103, 8104 and 8105 are taken for the present studies. Their receiving sensitivities are determined



206 Journal of Acoustical Society of India

A.J. Sujatha, R. Ramesh and D.D. Ebenezer

Fig. 8. (a) Receiving Sensitivity of standard hydrophones B&K 8103, 8104 and 8105 measured using the
present system. The dashed lines are the corresponding calibration charts provided by the hydrophone
manufacture and (b) Effect of proper grounding in enhancing the capability of very low frequency calibration.

with reference to another standard hydrophone B&K 8100. Fig. 8(a) shows the receiving sensitivity of these
three B&K hydrophones measured in the present calibrator in the frequency range (10 Hz - 4000 Hz). The
dashed lines are the corresponding sensitivity values reported by the manufacturer. The sensitivity plots
are found to be flat in the frequency range studied. The measured sensitivities are - (211.6  0.5) dB ref.1V/
µPa for 8103, - (206.3 + 0.5) dB ref.1V/µPa for 8104 and - (206.7 + 0.5) dB ref.1V/µPa for 8105. These values
agree well with that reported by the manufacturer and available in literature [10]. The maximum deviation
in sensitivity values are found to be about + 0.5 dB. This validates the present method of calibration.
Calibration of hydrophones in the very low frequency region from 10 Hz to 200 Hz is an added feature in
the present work.

It should also be noted that the SNR at frequencies above 1000 Hz is much improved than at low
frequencies. SPL corresponding to this frequency is about 110 dB as seen in Fig.6. This indicates that the
SPL values higher than 110 dB improves the measurement accuracy. However, the present system is capable
of measuring the sensitivity even at very low frequencies because of additional improvements made in the
receiver systems noise performance. Electrical noise in the system is greatly minimised by implementing
proper electrical grounding methods[11]. The effect of proper electrical grounding technique on receiving
sensitivity, for example, of B&K 8104 hydrophone is shown in Fig. 8(b). The receiving sensitivity measured
with grounding shows significant improvement in SNR at low frequencies and close agreement with the
reported values.

5. CONCLUSIONS

The characteristics of a hydrophone calibrating system, that is a rigid, fluid-filled, open-ended chamber,
are modelled and validated using experimental methods. Regions of uniform pressure field in the chamber
are determined using FEM studies and used to position the hydrophones during calibration. It is found
that a depth of about 100 mm from the top surface is the best location to place hydrophones. The
characteristics of the measurement system, such as, electrical admittance spectrum and SPL in the frequency
band (10 Hz - 4000 Hz) as determined in FEM and experimental studies agree well. An improved
measurement technique is proposed to calibrate hydrophones at very low frequencies down to 10 Hz. An
improvement in SNR upto 20 dB below 200 Hz is achieved, enabling accurate sensitivity measurements at
very low frequencies. This technique is demonstrated by measuring the receiving sensitivity of a few standard
hydrophones. The results are in good agreement with that reported by the manufacturer. Variations in
sensitivity values are found to be less than ± 0.5 dB in the band (10 Hz - 4000 Hz) for all the hydrophones
studied.

(a) (b)
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ABSTRACT

Sonar domes made of composite material are fast replacing the conventional domes made of metal
owing to their better acoustic properties and manufacturability. The first indigenous development
of sonar dome took place in early 2000s at Naval Physical and Oceanographic Laboratory, Kochi in
association with Indian Institute of Technology Madras under a Naval Research Board project.
Based on this development, a similar dome was recently manufactured for export to Myanmar.
This paper describes the various steps involved in the development of the first hull mounted ship
sonar dome made of composite material in India.

1. INTRODUCTION

A sonar dome is a streamlined, water tight enclosure that provides protection for one or more sonar
transducers or arrays and associated equipment, while offering minimum interference to sound transmission
and reception. In general, the sonar domes are curved, multi-layered and stiffened structures. The design
of sonar dome is based on its type, operating frequency range, size and location of sonar transducers they
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Fig. 1. Various technologies involved in the design and development of sonar domes.
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cover. It should be strong enough to withstand the structural and hydrodynamic loads. Design and
development domes is a complex task requiring expertise in various fields as illustrated in Fig. 1.

Older sonar domes were made of steel, which were replaced by titanium domes for better acoustic
transparency. Naval Physical and Oceanographic Laboratory (NPOL), in association with M/s Larsen and
Toubro Ltd., has developed and installed various types of titanium sonar domes for submarines. However,
titanium is a very expensive material and has poor manufacturability. This has led to development of non-
metallic composite domes, mainly made of rubber and composite materials. Since rubber is structurally
weak, especially against concentrated loads, it is generally suitable for smaller domes. Meanwhile, the
advances in composite material technology has made it the most widely used material for sonar domes[1].
The following sections describe the development of a ship sonar dome and the challenges involved in the
development.

2. INDIGENOUS DEVELOPMENT OF A COMPOSITE SONAR DOME FOR SURFACE
SHIPS

NPOL, in association with Composite Technology Centre of IIT Madras, Chennai developed two numbers
of sonar domes for Indian naval ships fitted with hull mounted sonar systems under a Naval  Research
Board Project. This was a boat-hull shaped dome with the technical specifications as shown in Table. 1.

Table. 1: Technical details of the indigenously developed ship sonar dome

Type of Platform Surface Ship

Sonar Type Hull Mounted Array

Frequency Range 5 kHz to 11 kHz

View Angle ± 160

Acoustic Performance Insertion Loss < 2 dB

Material Polyester Isophthalic Resin

Fabrication Method Vacuum Bag Moulding

Dimensions Length     : 3.8 m

Width       : 1.6 m

Height      : 1.55 m

Thickness : 0.025 m

Weight 700 kgf

Structural loads (a) Dynamic loads corresponding to a ship speed
of 34 knots.

(b) Buckling due to external hydrostatic pressure
when the water inside the dome is drained out.

This dome was to be fitted to the bottom of the ship hull, close to midship location. The dome assembly
consisted of the moulded sonar dome hull which was attached to the dome skirt flange in the ship hull
using hull fairings.

The design of the dome was carried out to maximize the performance of the sonar array by reducing the
effects of turbulence and protecting the sensitive transducers from wave slam, collisions etc. In the design
of sonar dome, structural, hydrodynamic and acoustic aspects were considered. Structural constraints
included the deformation of the structure under steady external flow, and accelerations and slamming
loads. The structural design of the dome was carried out using Finite Element Analysis. The streamlined
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profile already used for the existing HO 36 dome for minimum hydrodynamic resistance was followed for
the new dome. The dome material and structure were selected for providing minimum acoustic signal loss
and adequate mechanical strength to resist the static and dynamic loads arising from the ship motion.
Before the final fabrication of the dome, a number of test panels and representative sections were made in
order to verify the acoustic performance through Insertion Loss measurements in the acoustic tank at NPOL.

2.1 Material Selection

Glass fibre reinforced plastic (GRP) was selected for sonar domes because of its good acoustic impedance
matching with water which results in minimum signal loss. GRP had other advantages as well, such as
high strength and rigidity, low weight, corrosion resistance against seawater and easy mouldability.

Since the sonar dome had a thick cross section, a laminated construction was selected. To increase rigidity,
glass fibre woven roving mat (WRM) was selected. However, chopped strand mat (CSM) layers were used
in between the WRM for increasing the inter-laminar shear strength of laminate. The outermost and the
innermost layers were selected to be of CSM in order to give the resin rich outer layers with good resistance
to seawater. The mat density of CSM and WRM were finalized considering the acoustic aspects.

Isophthalic polyester resins were used as they were well proven for marine environment giving excellent
resistance to water and durability. More commonly used epoxy resins were not selected because of high
water absorption property. The gel coat and the outer resin coat of the final finish surface were selected to
be Neopentyl glycol (NPG) based isophthalic resin. This resin system has excellent resistance to water.
Surface mat was used in the resin coat and gel coat for improved moisture resistance. No fillers or pigments
were used either in the lay-up resin or in the gel coat. An air release agent was used for reducing air
bubbles in the lay-up resin. Fibre to resin ratio of 1:2 by weight for CSM lamina, and 1:1 by weight for WRM
lamina were chosen as they were the optimum ratios for hand lay-up.

Fig. 2. Various steps involved in the development of the sonar dome

CAD Design
Wooden pattern

Fabricated dome

Packing for transportation
Acoustic Evaluation
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2.2 Manufacturing Process

Fig. 2 shows various steps in the development of the sonar dome. The design was frozen for fabrication
after the experimental and computer aided analysis results proved that the shell structure synthesized
could give the required performance under a wide range of frequencies and was safe under various load
conditions. In order to create a void free laminate, vacuum bag method of fabrication was chosen. In this
process, the glass fibre laminates were made by the wet lay-up process. The lay-up before gelation was
subjected to vacuum by enclosing it using a butyl rubber sheet and sealing it all round the laminated shell.
Over the wet lay-up, a perforated peel ply was placed which allows the excess resin and air bubbles to pass
through under vacuum. Over the perforated sheet, a bleeder layer of spongy material like jute felt or jute
cloth was used below the vacuum bag, which provided the passage for the air to escape and helped to
absorb the excess resin squeezed out from the laminate. The vacuum bagging was done for every two
layers of lay-up.

In order to study the optimum vacuum level and the duration for which the vacuum was to be applied,
studies were carried out on a flat laminate laid over a vacuum bag table. Studies were conducted for
different pressures acting for different durations. It was found that a high vacuum applied for a longer
duration caused vapourisation of styrene, while the application of low vacuum caused air bubbles. Therefore,
by repeated trials, the optimum pressure and duration were selected as 450 mm of mercury vacuum for 3
minutes for a two-layer laminate. The addition of air release agent to the resin mix also helped to minimize
the air voids in the final laminates.

The vacuum was applied on each half of the sonar dome simultaneously since the duration for laying both
halves of the dome is long and gelation could occur well before the vacuum application could be completed.
The vacuum bag was made for the full dome and the vacuum seal was provided along the flanges at the
top edge of the mould.

An autoclave cum vacuum bag facility with a large capacity vacuum pump was developed at the Composite
Technology Centre of IIT Madras. A butyl rubber bag was specially made by a local manufacturer in 2 m ×
2 m size and was joined for the entire dome by vulcanizing along the joints to make the full bag. An air-
conditioned fabrication shop was created for carrying out the lay-up without any loss of styrene and under
controlled humidity and temperature.

Fabrication of the sonar dome involved nine stages of operation as described below:

(i) Preparation of a pattern made of a framework of wooden planks. The surface was finished with
nitro-cellulose putty.

(ii) Preparation of the FRP mould made of glass fibre reinforced vinyl ester resin. The FRP lay-up of the
dome mould was made under ambient conditions and with slow curing to minimize shrinkage. It
was made in 2 halves and was bolted together along the joint at the keel. A heavy steel stiffener
framework was provided for additional rigidity.

(iii) After releasing the mould, the inner profile of the mould was checked using aluminium templates
made for different cross sections at 0.5 m interval along the length.

(iv) A flat mould was made which could be attached to the dome mould on its top flange which served
as the mould surface for the inward projecting flange.

(v) Reinforcement mats were cut using standard templates made for each layer or ply of the dome wall.
The resins required for each such mat was separately made and used for that mat alone. This process
ensured the correct fibre to resin ratio.

(vi) After the lay-up of two layers of mat, vacuum bagging was done to drive out the voids and volatiles
present in the wet laminate.

(vii) By repeating the lay-up process the entire laminate structure was built-up within the mould. Metallic
inserts for bolting the dome to the hull were also placed while moulding.
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(viii) After the complete lay-up, the top surface was finished with surface grinding and resin coating. The
inner profile was checked using specially made templates in order to verify the geometry.

(ix) The finished sonar dome while it was in the mould was post cured by enclosing the mould top with
a flat panel and pumping in hot air. The air temperature was maintained at 80°C and the curing was
carried out for 8 hours continuously.

3. ACCEPTANCE TESTS AND EVALUATION

The fabricated dome was subjected to the following acceptance tests :

(a) Profile Accuracy Measurement : The accuracy of the dome inner and outer profiles were measured
after leaving the dome for a month under natural environment permitting it to undergo any possible
shrinkages. The dome profile was then checked using master templates and were found to be within
specified limits.

(b) Ultrasonic Evaluation : Ultrasonic A scan was used for measuring the shell thickness as well as to
detect any flaws present in the shell wall. A standard test laminate having the thickness same as that
of the shell which was prepared for the acoustic measurement was used as a reference medium for
calibrating the ultrasonic A scan. After extensive measurements using the ultrasonic scan equipment,
no detectable flaw was found in the laminate.

(c) Acoustic Performance Evaluation : Transmission loss measurements of the sonar dome were
conducted by the free-field method. The sonar dome was evaluated for its acoustic transparency in
the frequency range of 5 kHz to 11 kHz in the acoustic tank at naval base. The dome was lowered to
a depth of 4 m and then mounted onto a heavy duty turn table using suitable frames. A standard
hydrophone was suspended inside the dome and an acoustic wave was transmitted using a projector
kept at a distance of 7 m. The insertion loss (IL) was calculated from the hydrophone output with
and without the dome as[2].

Fig. 3  Insertion Loss of the dome for a particular angle of incidence.
Similar results were obtained for other locations around the dome.
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20 log=IL
Incident sound pressure

Transmitted sound pressure (1)

The result of the acoustic evaluation of the composite sonar dome is shown in Fig. 3. Installation trials of
this dome was carried out in March 2005 and it is currently in service onboard a naval vessel. Three numbers
of similar domes with certain improvements were developed in 2013 for installation onboard Myanmar
Navy ships.

4. CONCLUSION

The composite domes, owing to their superior flow noise suppression and better acoustic transparency, are
replacing the metallic domes. This paper described the development of the first composite sonar dome
made in India. Two numbers of hull mounted sonar domes were manufactured using Vacuum Bag Moulding
technique under this project. One of the two domes made under this project is in active service onboard a
naval platform. Successful completion of this project led to the inception of many other sonar dome
development projects for submarines and surface ships.
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ABSTRACT

Sonar Power Amplifiers (SPAs) are required to drive high impedance complex loads in pulsed
mode. The important parameters of interest are bandwidth, power output, efficiency and Total
Harmonic Distortion (THD). Switch Mode Power Amplifiers (SMPAs) are preferred over Linear
Power Amplifiers (LPAs) at low frequencies. However, at high frequencies, it is difficult to design
a SMPA that satisfies THD requirements. Hence LPA is preferred for high frequency operation.
Multilevel converters as power amplifiers can replace LPAs at high frequencies as they have better
efficiency. A few converter topologies that are suitable for SPA, which can deliver a selectable
constant power over a finite bandwidth to drive a sonar acoustic projector with frequency-dependent
impedance is explained.

1. INTRODUCTION

Active Sonars are used to transmit acoustic pulses of various types such as Continuous wave (CW),
Linear Frequency Modulation (LFM), Hyperbolic Frequency Modulation (HFM) and Pseudo Random Noise
(PRN)[1].  A typical active sonar transmitter consists of sonar signal generation circuit, Power Amplifier
(PA), power supply and electro acoustic transducer array. The acoustic Source Level delivered by an electro-
acoustic transducer underwater, SL is expressed as[2, 3]

SL = 170.8 + 10 log10Pe  + 10 log10 (η) + DI (1)

where, DI is the Directivity Index, Pe is the Electrical Power applied to the transducer and η is the conversion
efficiency. The Electrical Power Pe is higher than the Acoustic Power Pa = η Pe,  due to the electro acoustic
conversion efficiency of the transducer (η).

The underwater acoustic transducer offers resistive load at resonance frequency (Fr), becomes capacitive
for frequency less than Fr and inductive between Fr and Far where Far is anti-resonance frequency. The
impedance of the transducer may vary with input power, especially at higher power levels[4, 5]. A well
designed PA is expected to deliver different power levels (selected by the operator) to a transducer
with frequency-dependent impedance even when the power supply to it is not constant with time. The
impedance of underwater transducer is usually high and hundreds of volts are often required at the output
of the PA in order to transmit high power[3]. The equivalent circuit of underwater projector includes reactive
elements[6, 7] as shown in Fig. 1.

The power amplifiers which deliver constant power (selectable by operator) to frequency dependent
transducer load are need of the day and a few topologies that satisfy the requirements are explained in
subsequent sections.

© 2016 Acoustical Society of India
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2. POWER AMPLIFIERS FOR SONAR APPLICATIONS

A typical sonar transmitter system is shown in Fig. 2. It uses either LPA or SMPA as power amplifier which
is normally powered by a Switch Mode Power Supply (SMPS). In LPA, the power devices are operated in
linear region and large power is wasted as heat during operation. In SMPA,  the power devices are operated
either in 'ON' or 'OFF' state. During 'ON' state, the voltages across the devices are low, so the device's
power consumption is low. On the other hand during the 'OFF' state, there will be no current flow through
the devices; and thus, here also the power consumption will be low

Fig. 2. Block schematic of an active sonar transmitter system

Fig. 1. Electrical equivalent circuit of a transducer with single resonance

2.1 Linear Power Amplifiers (LPAs)

The most commonly used linear power amplifiers are class A, B, AB and C. The class- A power amplifiers
are highly linear type. The power devices used in this type are operated in the active region of its characteristic
curve and the conduction angle is 360°. The major disadvantage of this class is its efficiency which is less
than 30% and hence the system is bulky. The conduction angle of class-B type power amplifier is 180° and
the efficiency is around 78%. But this class suffers from cross over distortion.  The class AB is the combination
class A and B and hence has the advantages of both. The conduction angle is between 180° and 360°.  The
class C is the most efficient linear power amplifier. But it is a tuned power amplifier with conduction angle
less than 180° and poor bandwidth[8].
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2.2 Switch Mode Power Amplifiers (SMPA)

There are two major classes of SMPA namely class-D and class-S. In class-D power amplifier, the sonar
signal is modulated with a high frequency carrier wave and the output which is the Pulse Width Modulated
(PWM) signal, is used to drive the semiconductor devices, whereas fundamental frequency switching is
used in class-S power amplifier. The switching frequency of class-D PA is very high compared to class-S;
hence the switching losses are more, but require smaller filter components at the output[9]. The usage of
class-D SMPA is limited to frequencies less than 10 kHz and the class- S SMPA is preferred at higher
frequencies.

3. RECENT TRENDS AND TOPOLOGIES IN SONAR POWER AMPLIFIER DESIGN

Over the years, the SPAs have seen many advancements from general open loop LPAs to feedback controlled
SMPAs. Every topology has got its own advantages and disadvantages. The selection of topology depends
on the requirements such as frequency of operation, linearity and maximum power required. Low frequency
medium power applications use class-D SMPA with SMPS. For high power applications, multilevel class-
D SMPA is preferred instead of simple centre tapped or full bridge topology.

3.1 Class-D SMPA with custom made SMPS

A topology which can be used up-to a frequency of 10 kHz and power levels less than 5 kW is shown in Fig.
3. It is a processor controlled AC-DC converter fed class-D SMPA. Based on the sonar signal information,
Sine Pulse Width Modulated (SPWM) signals are generated digitally to drive semiconductor devices in
Controlled Full Bridge (CFB) at SMPA[10].

Fig. 3. Processor based feedback controlled SPA

Typical SPWM gating pulses for the devices H1 and H2 of CFB in SMPA are shown in Fig. 4. The output of
CFB (i.e. V1-V2) is uni-polar SPWM signal whose amplitude is proportional to VDC and the pulse widths are
proportional to the amplitude of sonar signal. The step-up transformer boosts the voltage V1 – V2 and
provides isolation. The output of the transformer is passed through a power filter which removes the
harmonics before connecting to the transducer load.
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Fig. 5. Processor controlled AC-DC converter

If the output of the PA across the transducer load is Vo, then the power delivered is 
2
oV

Z
 where, Z is the

impedance of the transducer load. The output voltage Vo in CFB of SMPA can be expressed as

Vo =  ma VDC NP (2)

where ma is modulation index (modulation index is the ratio of amplitude of sonar signal to amplitude of
carrier wave), VDC is the output of AC – DC converter i.e. the DC supply for the CFB and Np is  the turns
ratio of the step up transformer.

Fig. 4. Gating pulses for class-D SMPA for unipolar SPWM

From the equation 2, it is clear that the output power can be controlled by either ma or by VDC. The control
through ma requires comparison of required power with delivered power to generate SPWM as control
parameter while VDC is kept constant. The power delivered is estimated from the sensed values of output
voltage, current and the phase angle between them. The calculation of phase angle for variable frequency
signal pulses such as LFM and HFM is difficult especially at high frequency. The implementation of control
algorithm needs high speed processors and extra memory.

The control of output power by means of VDC needs a variable AC-DC converter while ma is kept constant.
A typical variable output AC-DC converter that delivers a controlled power is given in Fig. 5. The gate
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drive signals for CFB are generated using digital controller based on Phase Shift Modulation (PSM) technique.
The gating signals for H3 and H4 and primary voltage Vp for different phase shift values are given in Fig.
6. The advantage of PSM is that the soft switching can be implemented effectively to improve the efficiency
of AC-DC converter. The power devices used in the system are switched in equal duration and hence the
stresses on the devices are equal. Voltage mode control of full bridge DC-DC converter has been well
explained in many papers[11-13] and it uses gain scheduling to implement power control for the present
application[14].

Fig. 7(a) shows the experimental voltage and the current waveform of the system, when connected to a
transducer load. Fig. 7(b) shows the amplitude plots of voltage, current, impedance of transducer and
active power delivered for a variable frequency signal. It can be observed that the power delivered is
maintained constant when the impedance is varying.

Advantages of the AC-DC fed SMPA are that

i. The power delivered to the transducer is controlled by controlling VDC/ ma or by both and hence
the dynamic range of the system is more.

ii. By driving SMPA with higher modulation index (ma) signals and employing processor controlled
AC-DC converter, the THD of the output waveforms can be reduced.

iii. As per operator selection, constant power output over a desired band is possible

iv. Since processors are used for signal generation and control loop implementation, up-gradation
does not require any hardware change.

There are few drawbacks in this topology which is due to class D SMPA.

i. The sonar operating frequency is generally in kilo hertz range and hence the frequency of SPWM
signal is greater than100 kHz, which is near maximum operating frequency of semiconductor power
devices. This puts limitation on usage of class-D power amplifier at higher sonar operating frequency.

ii. The power filter that follows the full bridge circuit needs to be designed properly which may
otherwise increase the THD of the output waveform.

Fig. 6. Gate drive signals for CFB of AC-DC converter for different values phase shifts
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iii. The switching transients of power circuit generate electromagnetic interference (EMI), and it needs
to be suppressed.

3.2 Class-S SMPA with custom made SMPS

The topology which is useful at frequencies greater than 10 kHz and power more than 5 kW is shown in
Fig. 8(a). It is a programmable AC-DC converter fed multilevel SMPA.

The multi-level SMPA shown here uses single DC source (VDC) for the two CFBs whose outputs are connected
with primaries of two isolation transformers. The secondary of the isolation transformers are connected in
series to achieve a five level output[15]. The system uses a digital controller for generating gating pulses of
the devices S1 to S8. The sonar signal is compared with DC voltage (this voltage is derived from number of
levels in the staircase waveform) of different values to generate the gating signals as shown in Fig. 8(b).
Experimental five level output waveform is shown in Fig. 8(c) and the efficiency of the system at different
power levels selected is shown in Fig. 8(d). The control of output power is achieved by controlling AC-DC
converter output voltage VDC. The quality of output waveform can be improved by increasing the number
of levels. It requires  increased number of CFB, isolation transformers and more gating pulses which increase
the complexity of the circuit.

Fig. 7  (a). Experimental Load Voltage and Current waveforms &
7(b). Load Voltage, Current, Impedance and power delivered for variable frequency pulse

(a)

(b)
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Fig. 8  Schematic of AC-DC converter fed Multilevel SMPA, Gating signals for the devices, experimental
output voltage and Efficiency curve at different Source Levels

(b) Gating signals for
multilevel converter

(c) Experimental output voltage waveform (d) Efficiency at different loads

(a) AC-DC converter fed multi-level converter

Another multi-level topology which can be used for high frequency and high power application is shown
in Fig. 9. It uses two CFBs (one leg is used as shared leg) and three isolation transformers to achieve seven
level output at SMPA stage[16]. The generation of gating pulses is complex compared to previous topology.
But the advantage of this topology is that it uses less number of devices and it can be easily configured to
use with class-D, class-S and hybrid switching. The gating pulses for the devices are shown in Fig. 9 (b).
The output voltage of the converter depends on the turn's ratio of the isolation transformer. Efficiencies at
different DC supply voltage across three different loads are shown in Fig. 9(c) and the shape of the waveform
before power filter (V01) and the load voltage (V02) is shown in Fig. 9(d).  The control of output power is
achieved by controlling the supply voltage VDC.

4. CONCLUSION

The recent trend in the design of SPA aims at the provision of a selectable constant power output over a
bandwidth of interest across a frequency dependent transducer load.  The class-D SMPA powered by a
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(a) Schematic of Multilevel shared leg SMPA

(b) Gating signals of Multilevel shared leg SMPA

(c) Efficiency for different  DC supply with three different loads
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programmable AC-DC converter gives better performance at frequencies less than 10 kHz and power less
than 5 kW applications.  Multi-level converters can be configured to use as SPA at higher frequencies,
where LPAs are widely used at present. Multilevel SMPA powered by a programmable AC-DC converter
can be used for high power applications. The designer need to choose the appropriate class of power amplifier
with suitable topology based on the requirement.
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ABSTRACT

In this paper, we analytically model a passive acoustic target tracking scenario with a distributed
sensor field. Each sensor in the sensor field measures the relative bearing of the target with respect
to a pre designated reference direction. The objective of this study is to study the performance of
localization of the target and its subsequent tracking with bearing only measurements. The algorithm
proposed for the sensor measurement fusion and subsequent tracking is the extended Kalman
filter. The performance of the algorithm is evaluated through numerical simulations involving
various scenarios. The algorithm performance as a function of sensor configuration, measurement
noise and target track dynamics is reported in this paper.

1. INTRODUCTION

Tracking of a moving target has attracted considerable interest in both military and civilian applications. In
this paper we investigate a method to track the target by using relative bearing measurements using a
distributed sensor field[1]. The target of interest is assumed to radiate an acoustic signal whose direction of
arrival is estimated independently at each sensor. The sensors themselves are modelled as independent
with uncorrelated measurement errors which are deployed in an area of interest in any specific geometrical
pattern. We assume that the positions of the sensors are known. These independent bearing measurements
and sensor position information are used to localize and track the acoustic source.  The extended Kalman
filter (EKF) algorithm is used for sensor fusion based on the bearing measurements made at each sensor[2].
The paper is organized as follows.

In Section 2, the analytical model used in the study is described in detail. This will help to formalize the
sensor fusion technique namely the EKF technique which is mentioned in section 3.  The simulation results
of the algorithm are presented in section 4. We conclude the paper in section 5 with a summary of the
results and an overview of future extension of the work.

2. ANALYTICAL MODEL FOR DISTRIBUTED BEARING ONLY SENSOR FIELD
MEASUREMENTS

The mathematical model for the distributed bearing measurement sensor field can be derived as follows.
Consider a rectangular grid in the (X-Y) plane with a reference origin. Let there be N sensors which are

© 2016 Acoustical Society of India
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Fig. 1. Bearing only Measurement Sensor Field

distributed at locations (xi, yi), (i=1,…,N). Let the target be located at coordinates (xT, yT) and let Ri and θi be
the distance and relative bearing between the target and theithsensor.

From the geometry depicted in Figure 1, we can write

xT = xi + Ri  cos θi (1)

yT = yi + Ri  sin θi (2)

In a practical sensor deployment scenario, typical geometrical configurations depicted in Figure 2 may be
used[3]. The target is assumed to be within the sensor field.

Fig. 2. Typical Sensor Deployment Geometry

3 EXTENDED KALMAN FILTER BASED SENSOR FUSION

We convert the target position estimation and tracking problem into one of a recursive state estimation.
The recursive state estimation problem is solved by using a Kalman filter[4]. The Kalman filter is an optimal
recursive processing algorithm that is used for sensor fusion. A useful feature of the Kalman filter is that it
combines the currently available measurements and the prior knowledge about the system to estimate the
underlying state in a minimum mean square error sense[5]. An extended Kalman filter is used when the
process to be estimated and (or) the measurement relationship to the process is non-linear. The extended
Kalman filter linearizes the non-linear functions by using the first order terms of Taylor's series
approximations[6]. We are not deriving the EKF relations in this paper since the theory is well known and
standard references are widely available for the same.
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The state vector for the problem is given by the position and velocity coordinates of the target[7,8]. The
target is assumed to move with uniform velocity in the x and y directions. The state vector for the target at
the kth instant is given by

� �

T
k k k k kX  = [x y x y ] (3)

where (xk, yk) is the position coordinate of the source, �kx is the velocity of source in x direction and  � ky  is the
velocity of  source in y direction at kth instant. The corresponding state transition equation is given by

Xk = FX(k-1) + W(k-1) (4)

In equation (4), F is the state transition matrix given by
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where Wk is the process measurement noise with covariance matrix Qk and dt is the time interval between
the measurements. The measurements are given by the bearing angles at each sensor given by the relation
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The term Vk represent the measurement noise with covariance matrix Rk. The measurement noise terms vn
k

are assumed to independent identically distributed Gaussian random variables. The coordinates (x1, y1) to
(xN, yN) are the locations of the N angle measurement sensors. It can be seen that the measurement function
H(.) is nonlinear and the Jacobian of H has to be computed for applying the EKF algorithm for target
localization and tracking. For finding the Jacobian, the partial derivatives

i i i i

k k k k

H H H H
, , ,   i {1, 2….N}

x y x y
∂ ∂ ∂ ∂ ∀ ∈
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 (7)

are to be  computed. On evaluating the individual partial derivatives by using the chain rule for evaluating
the derivative, we obtain
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The Jacobian of H is evaluated to obtain
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The bearing measurements from the sensors at instant k is
T1 N

meas k kY = θ ….. θ 
 

 (13)

The state vector is updated as

 k meas kkX =X +K Y -Y


 (14)

where kX


 is the apriori state estimate (before the measurement was available) and K is the Kalman gain
computed as[6]

 

   

-
k H k

-
H k k H k {k}

P J X
K = 

J X P J X +R  (15)

with kP  being the prior covariance matrix. The covariance matrix is updated as [6]

 - - T T
k k H k H {k}P = P - K J * P * J + R   K  (16)

4 SIMULATION RESULTS

In this section, we present the results of simulations. In the first case, we present the result in which an
acoustic source is moving with a constant velocity from point (0, 0) to point (100, 100) on a straight path.
There are four bearing measurement sensors positioned at the vertices of a quadrilateral which report the
bearings to the fusion center. Based on the measurements, the EKF algorithm is able to localize and track
the target movement.  It is assumed that the bearing measurements are corrupted by zero mean Gaussian
noise of standard deviation 2.23 degrees. Figure 3 illustrates the simulation results obtained with fixed
sensor locations at coordinates (-10, 10), (-10, 110), (110, 110) and (110, -10).
Figure 4 illustrates the simulation results when the sensors are randomly located rather than being on the
vertices of a quadrilateral. The coordinates of the sensors are randomly chosen from a uniform distribution
in the interval [-100, 100]. It is seen that there is a slight delay in the convergence of the target track when
compared to the earlier case. In a similar manner we also evaluated the behaviour of the algorithm with
different initial conditions and concluded that there is no dependence on the choice of the initial condition.
The EKF algorithm converges to the actual target track irrespective of the choice of the initial conditions or
the sensor geometry.
However when one pair of sensors becomes collinear to the target, the algorithm diverges due to the non-
observable nature of the measurement parameter. The divergence in such a case can be avoided by ignoring
the bearing measurements from the corresponding sensors before fusion by the EKF. Figure 5 illustrate the
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Fig. 4. Simulation Results: Linear Trajectory with Random Fixed Sensor Positions.

Fig. 3. Simulation Results:Linear Trajectory with Prefixed Sensor Positions

variation in the tracking performance as a function of the noise in the bearing measurements. To simulate
the same, we have considered a case where the target trajectory is linear as described earlier and the
individual bearing sensors are corrupted with noise having different standard deviations. The noise is
assumed to be a Gaussian distribution with zero mean and standard deviations as indicated.

It is seen from the simulation results that the distributed tracking algorithm is able to converge for the
varying levels of noise in the bearing measurements. There will be an initial transient phase in the tracking
history where the estimation error will be likely increase. With the availability of more samples, the recursive
estimator will converge as indicated in Figure 5. To understand the effect of target dynamics, we have also
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simulated a scenario in which the target maneuvers sharply at right angles during the path. This case is
presented in Figure 6 with sensor coordinates similar to Figure 3. It can be observed from the simulation
results that the EKF algorithm has been able to localize and track the target trajectory with time varying
dynamics. This result has verified the efficacy of the proposed method in tracking targets which have
greater maneuverability with independent sensors. It is observed from the simulation result that there is an
initial transient behavior for the tracking algorithm during the target maneuvers which stabilizes as the
target reaches the geometric center of the sensor distribution. The target observability improves as it reaches
the center of the sensor field and this is replicated in improvement in the tracking performance. The same
results are observed with the random sensor deployment case also.

Fig. 5. Tracking Performance with Respect to Bearing Measurement Noise

Fig. 6. Tracking Performance with Dynamic Target Trajectory.
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Fig. 8. Variation in Position Error with Dynamic Target Trajectory

As a final case, we consider the situation where each of the sensor executes a two dimensional random
walk. This is similar to situations where the sensors might change their position due to drift / random
movement in the environment due to various factors like ocean currents, wind etc. The results are depicted
in Figure 7 where the standard deviation of the random walk parameter is taken as 1m in both x and y
directions.

The results in Figure 7 indicate that the sensor perturbation does not affect the tracking performance of the
algorithm. The initial transient behaviour is also more or less preserved. In order to illustrate the usefulness
of the tracking algorithm, the variation of the tracking error in position for the perturbed sensor simulations
is displayed in Figure 8. The tracking error is computed as the Euclidean distance between the estimated
target position and the actual target position. In Figure 7, there are a total of six positions where the target
course is changed in the course of the tracking simulation. The tracking error also exhibits transient behaviour
at these six locations before converging to the steady state value.

Fig. 7. Tracking Performance with Randomly Varying Sensor Position.
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From the results in tracking error performance, it is seen that the position error converges each time after
the perturbation caused by the target manoeuvre. It can be concluded that the target tracking performance
with distributed bearing sensors is consistently convergent.

5. CONCLUSIONS

In this paper, we have investigated the feasibility of distributed target localization and tracking of a target
based on a sensor field of bearing only measurement sensors. It has been verified through simulations that
such a technique can work with sensor fusion algorithm implemented by an extended Kalman filter. The
effect of the measurement noise, the sensor geometry and target dynamics on the performance of the
algorithm were also verified. The future work in this area includes the investigation on alternate nonlinear
filtering and estimation techniques similar to the ones mentioned in[9] for distributed sensing and information
fusion. The analytical treatment of the random walk sensor perturbation model and the analysis of a
distributed sensor network in active mode of operation is also a possible area of theoretical work.
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ABSTRACT

Intercept sonar systems are used to detect the active transmissions of a target and estimate the
parameters of the detected active transmissions. Traditional approaches for the detection of unknown
pulsed signals, as in the case of intercept sonar, are based on energy detectors. The drawback of
energy detector based methods is that they do not differentiate between modulated signals, noise
and interference. Intercept signals are typically modulated. Hence they could be more appropriately
modelled as cyclostationary signals. The objective of this work is to study the applicability of
cyclostationarity based signal processing for intercept sonar detection and estimation problem. In
this paper, a cyclic feature based detector is designed and analysed for the detection of various
pulsed sonar signals. The cyclic feature used here is the frequency smoothed spectral correlation
density estimate of the received signal. The benchmarking is done by comparing the Receiver
Operating Characteristic (ROC) of the proposed detector with that of Channelized Radiometer
(CR), a popular energy measurement based detector. The simulation results show the improved
detection performance of the cyclic feature based detector compared to CR detector.

1. INTRODUCTION

The fundamental objective of intercept sonar is to detect a target using its active transmissions for detection
or homing. These systems operate in passive mode. The intercept sonar provides early warning to the
sonar operator. This is possible since the signal received by the intercept sonar undergoes only a one way
propagation loss. Intercept sonars are also useful for detection of homing signals from torpedoes. Efficient
detection and estimation algorithms are required to meet the functional objectives of intercept sonar.

Traditional approaches to detection and estimation processing in intercept sonar are based on energy
measurements. These methods are collectively called as radiometric techniques. The most commonly used
and popular energy detector is the FFT filter bank energy detection scheme also known as Channelized
Radiometer[1,2]. The drawback of energy detector based methods is that they do not differentiate between
modulated signals, noise and interference. Intercept signals are typically modulated. Hence they could be
more appropriately modelled as cyclostationary random processes[3]. Cyclostationarity based detectors
rely on the structural properties of the signal[4]. Therefore the applicability of cyclostationarity based detector
and estimator for intercept sonar signal processing is explored in this paper.

The detection problem in intercept sonar is similar to the spectrum sensing problem in cognitive radio
system. A cognitive radio system provides opportunistic spectrum access to the secondary users in the
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absence of the primary users through the process of spectrum sensing. Cyclic feature detection based on
the cyclostationary property of the signal is used extensively in cognitive radio spectrum sensing[5]. In
intercept sonar also the role of the signal processor is to identify the presence of the active transmission of
the opponent passively and hence provide early warning. Therefore we consider the development of a
cyclic feature based detector for intercept sonar.

The main contribution of this paper is that cyclostationary property of various sonar signals is observed
and a suitable method for estimating the cyclic feature of the pulsed signal is identified. A cyclic feature
based detector implementation is proposed. Simulation results show that the detector outperforms the CR
detector.

In the next section, the system model is explained. In section 3, a brief description of CR detector and its
realization for real world scenario is provided. In section 4 a brief description of cyclostationary signal
processing is given. In section 5 the design of detector based on cyclic feature is presented. Simulation
results and conclusion are given in section 6 and 7 respectively.

2. SYSTEM MODEL

Let Xk be the observation made at the intercept sonar at time index k. Here Xk will be the output time series
of a beam data after spatial filtering.  The samples Xk, k > 1 are independent and identically distributed
(IID) under hypothesis H0.  The observations are drawn either from a distribution that belongs to hypothesis
H0 (target absent) or from a distribution that belongs to hypothesis H1 (target present). Thus,

H0 : Xk = Nk, k = 0, 1, …, N – 1

H1 : Xk = Sk + Nk, k = 0, 1, …, N – 1  (1)

where Sk is the active transmission from the target and Nk is the observation noise at the intercept sonar
receiver at time index k. Let N be the number of observations (can be fixed depending on the maximum
expected pulse length) used to make a decision (target present or absent) at the intercept sonar.

The objective of the intercept sonar processing system is to determine whether H0 or H1 is true. The intercept
signal Sk is a modulated signal but has traditionally been modeled as a stationary random process. Sk could
be more appropriately modeled as cyclostationary. The cyclic feature of Sk will be unique for different
modulation types. The objective is to determine the best approach (stationary or cyclostationary) for detection
and estimation purposes. The intercept signal Sk can be any active transmission from a target and the most
commonly used signals are pulsed continuous wave (PCW) and pulsed linear frequency modulation (PLFM).
The expressions for PCW and PLFM are

Sk = cos(2πfc kTs ), k = 0, 1, …, N – 1, (2)

and Sk = cos[2π(fckTs + 0.5 mk2 Ts
2)], k = 0, 1, …, N – 1, (3)

respectively, where Ts is the sampling time, fc is the carrier frequency, and m is the sweep rate.

3 CHANNELIZED RADIOMETER

The input signal for intercept sonar is the active transmission of a target which is an unknown pulsed
signal and the Generalized Likelihood Ratio Test (GLRT) based detector is energy detector. The most popular
energy detector is the Channelized Radiometer (CR)[1].  The CR detector integrates the energy contained in
the frequency band of interest to the sonar[2]. The operation of the channelized radiometer is as follows.
The data is segmented into overlapping blocks of fixed size and the FFT is computed. The FFT output is
magnitude squared and exponentially averaged[6]. The averaged output is peak picked across FFT bins
and normalized using Split Two Pass Mean (STPM) normalization algorithm[7]. STPM algorithm normalizes
the ambient noise in the real world scenario. The peak of the normalized energy output is the test statistic
or decision statistic. The decision statistic is compared with a threshold, which is computed for the desired
PFA to make a decision whether only noise or noise plus unknown active transmissions from targets are
present. The block diagram of the channelized radiometer is given in Fig. 1.
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The standard methods of interception based on energy measurement collectively called as radiometric
techniques are susceptible to changing noise background and interferences. These methods do not consider
the structure of modulated signals which is the case for intercept sonar input signals. The modulated signals
typically involve one or more periodicities due to the sine wave carriers. This structure of modulated signal
is exploited in a detector based on cyclostationarity[8].

4 CYCLOSTATIONARY SIGNAL PROCESSING

Cyclic Spectrum: A process x(t) is almost cyclostationary in the wide sense, if its Cyclic Autocorrelation

Function (CAF), xR (τ),α  is not zero for some nonzero frequency α, called the cyclic frequency[3]. The CAF is

defined as,

παα τ ττ →∞ ∫
T/2 -j2 t

x T x
-T/2

1
R ( ) = lim R (t + , t – )e dt,

T 2 2
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The Fourier transform of the CAF is called the Cyclic Spectrum, defined as,
+ -j2 f

x x
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∞

∞∫� (6)

Measurement of Spectral Correlation Density (SCD) Function : The interpretation of cyclic spectrum as a
SCD function arises from the fact that it is obtainable from the operations (limit of spectrally smoothed
products of spectral components) described by the expression,[9]
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Fig. 1. Block diagram of CR detector for implementation.
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where  X∆t is the Fourier transform of a segment of x(t) of length ∆t and ∆f is the width of the spectral
smoothing interval.

Frequency Smoothing Method for Estimating SCD : The signal of interest to intercept sonar is the active
transmissions of target. These signals are typically pulsed. The signal block length N, which is used for
processing should contain the entire transmitted pulse inorder to estimate the signal's cyclic feature
correctly.The estimation of SCD using discrete-frequency smoothing method is done by the following
expression,

*( , ) ( , )

M-1
2

x f ∆t s t sM-1
2

1 1
S (t,f )  = X f F X f + F

M ∆t 2 2
t tα
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υ

α αυ υ
=

+ + −∑ (8)

where

( ) ( ) ,s

N-1
-j2�f t-kT

∆t s
k=0

X t,f   x(t-kT )e∑�

which is the output of a sliding DFT. ∆t is the duration of the data segment which contains N number of
time samples. Ideally, when the input signal is pulsed transmission, ∆t should be chosen as the pulse length
or if pulse length is unknown as in the case of intercept sonar ∆t can be made equal to the maximum pulse
width expected. ∆f=MFs is the width of the spectral smoothening interval, M is the number of frequency

samples used for spectral smoothening and Fs = 
s

1
NT

  is the frequency sampling increment. Ts is the time

sampling increment. The SCD of a LFM pulse with carrier frequency fc=6 kHz and bandwidth = 500 Hz is
given in Fig. 2. From Fig. 2 it can be seen that the peaks along the cycle frequency α=0 axis is the power
spectral density (PSD) of the waveform and the peaks along the α axis occurs at twice the carrier frequency.

Fig. 2. SCD for pulsed LFM using frequency smoothening.

5. CYCLIC FEATURE BASED DETECTOR

The estimate of the SCD of the received signal can be mapped from the f ~ α bifrequency plane to the α axis
through the following expression,

( ) ( ) .
∆tx f x ∆f

I  = max S t,fαα (9)

Ix (α) can be regarded as the SCD of a signal at the cycle frequency domain and is called the Cycle Frequency
Domain Profile (CDP).  The CDP is a cyclic feature of the modulation contained in the signal. The CDP of a
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Pulsed Continuous Wave (PCW) and Linear Frequency Modulated (LFM) signal are given in the Fig. 3 and
Fig. 4 respectively.

The PCW signal has a significant cycle frequency at α0 = 2fc, where fc is the carrier frequency. For the pulsed
LFM signal the cycle frequencies extend over twice the signal bandwidth. From Fig. 4 it can be seen that the
cycle frequency peaks from 11.5 kHz to 12.5 kHz since the bandwidth of the LFM pulse used for simulation
is 500 Hz and fc is 6 kHz. The type of modulation, carrier frequency and signal bandwidth can be estimated
easily from the CDP.

The most significant cycle frequency is used for making a decision. The decision metric of the cyclic feature
based detector is obtained by,

T = maxα Ix(α). (10)

The decision rule is given by,

T > γ, Decide H1,

T < γ, Decide H0,

where γ is the threshold fixed to achieve the desired PFA. The noise is assumed to be Gaussian distributed.
The received signal is normalized by subtracting the sample mean and dividing with the sample standard
deviation. The resulting noise will be standard Gaussian.

Using Monte Carlo simulation the Probability Density Function (pdf) of the noise at the output of the cyclic
feature based detector can be estimated. From this pdf the threshold γ required for achieving the desired
PFA can be obtained.

In real world situations, the received signal is normalized by its empirical power estimate. This is similar to
passing the signal through an Automatic Gain Controller (AGC), which is tuned such that its output is
normalized to unit power.

6. SIMULATION RESULTS

In this section the results of Monte Carlo simulation of two detectors - CR and cyclic feature detector are
presented. The detectors are compared by generating ROC. In order to compute ROC the probability of
detection PD is obtained for different Signal to Noise Ratios (SNR) by fixing a desired PFA. The PD is computed
by generating many sample paths of the received signal for an intercept sonar such that sufficient samples
of detection statistics are obtained. The generated detection statistics are compared with the threshold
which corresponds to the set PFA.

Fig. 3. CDP for pulsed CW. Fig. 4. . CDP for pulsed LFM.
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The PFA is fixed as 0.01and the corresponding threshold is obtained. The signal considered for computing
ROC is pulsed LFM with fc = 6 kHz and 500 Hz bandwidth. A data segment with N = 2048 samples is used.
The width of the spectral smoothing interval M is chosen as 10. In Fig. 5, the ROC of the cyclic feature
detector and CR detector are plotted. In the simulations cyclic feature detector was found to perform better
than CR.

Fig. 5.  ROC.

Fig. 6.  CDP of intercepted pulse.

The proposed detector was tested on the captured field trial database and the detector outperformed the
CR detector. The CDP of an intercepted pulse in the database is shown in Fig. 6. From Fig. 6 it can be seen
that the intercepted signal is an LFM pulse.
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7. CONCLUSIONS

The problem of detecting the active transmissions of a target in intercept sonar using a cyclic feature detector
is considered. The proposed detector exploits the cyclostationary nature of the received signal in intercept
sonar. In the simulation study the performance of the cyclic feature detector was compared with the CR
detector. The ROCs for different SNR were plotted using Monte Carlo simulations. The proposed detector
was tested on the data collected in the field trials and was seen to outperform CR detector. The drawbacks
of the cyclic feature detector compared to CR detector are higher computational and memory requirements,
but with the advent of high speed digital signal processors the proposed detector is a strong candidate for
intercept sonar detection processing.
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ABSTRACT

Simultaneous tracking of multiple sonar targets is often required in the dense environment of present
day underwater surveillance scenario. In this paper we consider tracking of active sonar targets.
The inputs to the tracking system are the range and bearing measurements of the detected targets.
Heavy clutter and high false alarm rate renders the measurement origins uncertain. This makes it
necessary to have efficient data association schemes augmented with tracking algorithms for auto
tracking of targets. A computationally efficient and hence implementable solution for this problem
is sought in this paper. Probabilistic Data Association (PDA) techniques have been widely used for
tracking applications. A variant of PDA, Joint Probabilistic Data Association Filter (JPDAF) is an
algorithm for multi-target tracking. However, JPDAF is computationally intractable. We have
implemented the Suboptimal Joint Probabilistic Data Association Filter for tracking of active sonar
targets and performance was evaluated. The algorithm was evaluated in the underwater test facility
UARF of NPOL.

1. INTRODUCTION

Systems such as Harbour Protection Surveillance Sonar are used round the clock and it is better to use
automatic methods than rely on operator intervention. Automatic detection and tracking requires association
of the present locations of the targets to the existing tracks to update the track. Many different data association
techniques are used in multiple target tracking systems ranging from the simple nearest neighbour approach
to the very complex Multiple Hypothesis Tracker (MHT). The performances of the simpler techniques
degrade in clutter. The more complex MHT provides a large number of hypotheses to be maintained,
which requires extensive computational resources. Because of these difficulties, recursive algorithms having
smaller computational requirements were developed. These techniques are based on Probabilistic Data
Association (PDA), which uses a weighted average of all the measurements falling inside a track's gating
region at the current time to update the track state.

Bar-Shalom and Tse developed the first PDA algorithm, called the Probabilistic Data Association Filter
(PDAF), to track a single target in clutter[1]. The PDAF was then extended to the multi target case by Bar -
Shalom, resulting in the Joint Probabilistic Data Association Filter[2]. The suboptimal JPDAF is a suboptimal
but computationally tractable implementation of JPDAF[3].

© 2016 Acoustical Society of India
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2. PROBABILISTIC DATA ASSOCIATION FILTER (PDAF)

The standard discrete linear model[4] in tracking is given by the state equation

xk+1 = F xk + vk (1)

and measurement equation

zk= H xk + wk (2)

xk is the target state vector at kth time index and consists of the position and velocity of the target. F is the
state transition matrix which models the change in the state of the target over time. vk is the process noise
arising due to inaccuracy in our system model. In Eqn. (2), zk represents the target measurements, which
consists of the range and bearing of the target and H is the measurement matrix which connects the target
state and the measurement. The measurement noise is represented as w. The process and measurement
noises are assumed independent, white, and Gaussian with covariance matrices

E(vk vk
T ) = Qk (3)

E(wk wk 
T ) = Rk (4)

In Multi Target Tracking (MTT) systems, the value of the measurement in the present time scan is predicted
using the system model in Eqns (1) and (2) and a validation region is constructed around the predicted
measurement for each track. Due to the random noise in the measurement process, the actual measurement
and the predicted measurement do not coincide. The validation region is that region about the predicted
measurement, where actual target originated measurement is likely to be found with a specified probability.
A measurement z will be in the validation region of track with state vector xk, if , ( ) ( )ˆ ˆT -1 2

kz - z R z - z  g≤
where ẑ  is the predicted measurement using Eqns (1) and (2)  and g is constant determined from χ2 table[2]

for the gate probability PG. PG is a predetermined value which is usually chosen to be greater than 0.95. If
a measurement falls inside the validation region, it becomes a candidate for association to the track. Otherwise
it is not considered as an association candidate. Once the validated measurements are calculated, multi
target tracking is done using Joint Probabilistic Data Association Filter (JPDAF). JPDAF is built upon the
probabilistic data association filter which is used for single target tracking.

The PDAF is a Bayesian approach that computes the probability that a measurement in a track's validation
region is the correct measurement or not. These probabilities are called association probabilities. All the valid
measurements and their corresponding association probabilities are used in a state estimator (see Eqn. 9) in
the PDAF to update the target state. The PDAF assumes that

1. a single target is present.

2. a track exists for the target (i.e. the track has been initialised).

3. at most one of the measurements is target originated

4. any other validated measurement is a clutter detection

5. the non-target originated measurements are modelled as random interference.

The PDAF algorithm is briefly outlined below. For m measurements falling inside the validation region at
time tk, the probability that the jth validated measurement zj (k) is target originated, denoted βj, is

j

m
ll=1

e
j =   j = 1, ..., m

b+ e
β

∑
(5)

while the probability that none of the measurements is target originated, denoted β0, is

0 m
ll=1

b
 =   j = 1, ..., m

b+ e
β

∑ (6)
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The term ej is given by
T –1

j j je  = exp{-0.5 (k)S (k) (k)}  (7)

where j(k) is the residual for the jth validated measurement and S(k) is the residual covariance for the
measurements. All the measurement residuals are assumed to have the same covariance. The term b is
given by

  D G

D

1-P Pb = λ det2πS k
P (8)

where PD is the probability of detection.
The state in the PDAF is updated using all of the validated measurements. The updated state is given by

ˆ ˆk/k k/k-1x = x + K(k) v(k) (9)

where ˆk/k-1x  is the predicted state using k-1 measurements and ˆk/kx  is the updated state using all k
measurements, K(k) is the Kalman gain, and (k) is the combined residual, which is given by

 
m

j jj=1
v k = β v (k) (10)

where the residual for the jth validated measurementj(k) is,

    ˆj j k/k-1k  = z k  – Hx (11)

The updated covariance is given by

       c
0 0P k/k  = β P k/k-1  + 1-β P k + )P(k (12)

where
Pc (k)=P(k/k -1) - K(k)S(k)KT (k) (13)

and

         
1

T T T
j j jk =K(k) β v k v k -v k v k K (kP )

m

j
 
   (14)

The PDAF assumes that a target track exists and a track is neither formed nor deleted. Therefore, separate
logic has to be incorporated with PDAF for initiation and termination of target tracks.

3 JOINT PROBABILISTIC DATA ASSOCIATION FILTER (JPDAF)

The JPDAF is the extension of the PDAF to the multi-target case[2]. The JPDAF is the same as the PDAF
except for the computation of the association probabilities. The measurement-to-track association
probabilities are computed jointly across all targets and all validated measurements. JPDAF assumes that

1. there is a known number of targets with existing tracks (i.e. all the tracks have been  initialised)
2. a target can generate at most one measurement per scan
3. a measurement could have originated from utmost one target
4. the non-target originated measurements are modelled as random interference.

The JPDAF first enumerates all feasible joint association events  in the current scan. A feasible joint
association event is a set of non-conflicting measurement-track pairs. This means that a feasible joint event
is one in which a measurement is considered to be originated from only one target, and at most one
measurement originates from a target. Any number of measurements can originate from clutter. Consider
the conflicting association situation illustrated in figure 2. Here measurement M2 falls in the validation
region of both targets T1 and T2. But we will consider only those association events in which M2 is attached
to either T1 or T2 or not both.
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Fig. 1. Validation region for a single target with measurements of uncertain origin

Fig. 2. Validation region for two targets with measurements of uncertain origin

Table 1 lists the eight feasible joint association events θ for figure 2. The θt,j' s are the single events making
up a joint event θ. Here, θt,j denotes the single event that measurement j(j = 1, ...., m) originated from target
t(t = 0, ..., N), where m is the total number of measurements in the current scan, N is the total number of
targets.t = 0 indicates that the measurement is a clutter detection. For example, in Fig. 2 and Table 1, m = 3,
N = 2; the joint event θ = 7 is made up of θ1,1 (T1 originates M1), θ0,2 (M2 originates from clutter), and θ2,3 (T2
originates M3). The binary target indicator δt for target t, (t = 1, ...., N) has a value 1, if a measurement is
assigned to target t in θ, and it is 0 otherwise. The binary measurement association indicator τj for
measurement j has a value 1, if measurement j is assigned to a target t(t = 1, ...., N) in θ, and it is 0 otherwise.
The quantity ϕ  is the number of measurements originating from clutter in θ.

Table 1. Feasible Joint Association Events.

θ
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The number of clutter detections is modelled by a Poisson distribution. The joint association event

probabilities, denoted  k
1Pr θ/z  are given by    k

1
γ(θ)

Pr  = θ/z
c

, where

 ,     m N t t (1- )t t
(j=1) t,j j (t=1) D D( ) = Π (λ ) (P ) (1-P )Π (15)

and c the normalisation constant,   k
1c = θ .z


  is the set of all measurements from the initial time to the

current time,  is the spatial density of the clutter and PD is the probability of detection for the target t. If the
measurement j is assigned to the track tj in an event t,j, the Gaussian likelihood t,j of associating
measurement j to t is

 T -1
t,j t,j t,j

t,j

1Λ = exp -0.5v (k)S (k)v (k)
det(2πS ) (16)

where t,j is the residual for track tj and measurement j, and St,j is the residual covariance.
The marginal probability of the measurement  j  originating from target tj, denoted t,j , is obtained by
summing over all feasible joint events  in which the single events t,j occurs, and it is given by

.:

k k
t,j = t.j 1 1β Pr( /z ) = P r( /z )

t j  
 

 (17)

Once the marginal association probabilities t,j are computed, they are used in Eqns. (9) and (10) to update
the state for target t.

4 SUBOPTIMAL JOINT PROBABILISTIC DATA ASSOCIATION (SJPDAF)

Implementation of JPDAF is computational complex due to the selection of feasible joint events  which
has combinatorial complexity. Therefore, for implementation purpose, a suboptimal version of JPDAF called
Suboptimal JPDAF (SJPDAF) was used in simulations. SJPDAF introduces the concept of partial joint events.
A partial joint event considers at most two track-measurement pairs, i.e. the association probabilities are
calculated based on at most two single events. This prevents the exponential increase in the number of
events. Hence it offers a computationally tractable solution for data association and tracking.
For each track t, let At be the set of measurements validated by t and for each measurement j, let Cj be the
set of all tracks which validate measurement j. Now for a track t let Lt be the union of all Cj such that j
belongs to At, such that Lt = UjAt

 Cj – {t}. The association probability  t,j for a track t and measurement j is
calculated as





t,j

tll At

D
t.j = 

B+ D

 where D(t, j) =  
,

max

tif L
 

 = 
  

tj

sk ttj k As k js Lt
if L



 


Λ

ΛΛ (18)

Here B is a bias to account for clutter density.

5. SIMULATION RESULT

The SJPDA algorithm preceded with an auto track initiation algorithm for generating target tracks was
implemented in Lab View and performance was evaluated. A matched filter output is the input given to
the tracking system. At each time instant, measurements are found out by detection using a Cell Averaging
Constant False Alarm Rate (CACFAR) processor that adaptively sets the threshold based on local information
of total power. The threshold in the CACFAR detector is set on a cell by cell basis using estimated noise
power by processing a group of reference cells surrounding the cell under investigation. New tracks are
initiated from the detected measurements using an M/N logic track initiator [5].
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Fig. 3. Simulated Targets

The algorithm was tested for scenarios containing trajectories of up to six simultaneous targets. Target
scenarios were generated using Lab View software. The targets were simulated in such a way that two
targets crossed each other. Clutter was simulated by generating almost stationary strong targets which
appears intermittently according to Bernoulli distribution with probability of appearance greater than 0.9.
The position of the clutters changes in a small area uniformly.  Figure 3 shows a planar plot of the simulated

Fig. 4. Output of JPDAF tracker
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trajectories. The axes represent the x and y position of the targets.  The algorithm was able to automatically
initiate all the targets and was tracked by the SJPDAF algorithm. Figure 4 shows the output of JPDAF
tracker.

The algorithm was tested in the field as part of an auto contact designation and tracking system in the
UARF test facility of NPOL. A single target was deployed in a cluttered environment. The output of the
tracker is given in the table (see Table 2). The actual values of the range and bearing of the target is not
readily available. So it was hand-picked from the detection image. The target was towed at a speed of
approximately 1 knots and -120 degree course. These approximate values of range, bearing, course and
speed values are compared with that of the tracker output. The error in range is 1.56% and that in speed is
12.22%. A bearing error of 0.95 degree and a course error 16.5 degree also was achieved.

Table 2: Experimental Results of Auto Tracking Algorithm

6. CONCLUSIONS

The JPDAF was seen to perform efficiently in multi-target tracking for closely spaced targets. It gives much
better performance than simpler data association techniques and is lesser computationally intensive than
MHT. But it was seen that computational requirements increase extensively as the number of tracks increases.
The algorithm has been implemented in actual sonar systems and was seen to perform well in sea trials.
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